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Abstract

The current SLC control system was designed and
constructed over 20 years ago. Many of the
technologies on which it was based are obsolete and
difficult to maintain. The VMS system that forms the
core of the Control System is still robust but third party
applications are amost non-existent and its long-term
future is in doubt. The need for a Control System at
SLAC that can support experiments for the foreseeable
future is not in doubt. The present B-Factory or PEPII
experiment is projected to run at least 10 years. An
FEL laser of unprecedented intensity plus an ongoing
series of fixed target experiments is also in our future.
The Next Linear Collider or NLC may also be in our
future although somewhat farther distant in time. The
NLC has performance requirements an order of
magnitude greater than anything we have built to date.
In addition to large numbers of 10Cs and process
variables, Physicists would like to archive everything
al the time. This makes the NLC Control System a bit
like a detector system as well. The NLC Control
System will aso need the rich suite of accelerator
applications that are available with the current SLC
Control System plus many more that are now only a
glimmer in the eyes of Accelerator Physicists. How can
we migrate gradually away from the current SLC
Control System towards a design that will scale to the
NLC while keeping everything operating smoothly for
the ongoing experiments?

10RACLE

Recent releases of the Oracle RDBMS provide
expanded capabilities that make it reasonable to
consider using it for configuration information, archive
and perhaps even soft real-time data.

1.1 Configuration Information

Since its inception in the early 1980's, the SLC
control system has been driven by a highly structured
memory resident real-time database. While efficient, its
rigid structure and file-based sources makes it difficult
to maintain and extract relevant information. The goal
of transforming the sources for this database into a
relational form is to enable it to be part of a Control
System Enterprise Database that is an integrated central
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repository for SLC accelerator device and control
system data with links to other associated databases.
We have taken the concepts developed for the NLC
Enterprise Database [1] and used them to create and
load a relational model of the online SLC control
system database. This database contains data and
structure to alow querying and reporting on beamline
devices, their associations and parameters. In the future
this will be extended to allow generation of controls
software configurations for EPICS and SLC devices,
configuration and setup of applications and links to
other databases such as accelerator maintenance,
archive data, manufacturing history, cabling

information, documentation etc. The database is
implemented using Oracle 8i.
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Figure 1: Proposed Configuration of SLC and EPICS
Real-time Databases Using Oracle

Figure 1 above depicts the use of Oracle for
maintenance of configuration as we envision it to be.
We presently have a substantial subset of SLC data in
Oracle and are using it for some query applications but
are not yet generating the SLC database or loading
EPICS |OCs with data generated from Oracle.

1.2 Archive Data

Presently, the SLC and EPICS archive systems are
completely separate. They each have disadvantages and
neither will scale to the Petabyte sizes eventually
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needed by the NLC. Recent test results [2] for
archiving into Oracle are very encouraging and present
plans are to move forward rapidly on this part of the
Cosmic development.
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Figure 2: Current Archive Configuration inthe SLC
Control System

The SLC archive system has been running for many
years and one can retrieve and analyze archive data
over that entire span of time. Retrieval times are
acceptable and data can be plotted using standard SLC
Control System utilities. The data can also be exported
to Matlab for detailed analysis and plotting. Despite
these capabilities, it does have some serious
disadvantages.

1. Data can only be retrieved and analyzed on
the MCC VMS system.

2. There's a 6-minute update interval for most
signals which is too coarse for many kinds
of analysis.

3. Datais stored in an internal format and so
must be explicitly exported by special
software for use by other tools.

Figure 2 above shows an overview of the current
SLC archive systems. Y ou see how the two systems are
completely separate without mutual accessto data.

The EPICS archiver saves data using EPICS
monitors and thus only when it changes or at some pre-
defined maximum interval. It is supported by the
EPICS collaboration and works with a number of
different EPICS tools but it also has some serious
disadvantages.

1. It uses a doubly linked set of files so all
files must be online for it to work.
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2. There are alimited number of toolsfor data
access and maintenance.

3. Since the data are kept in binary files, it's
difficult to use commercia tools to
access/analyze the data.
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Figure 3: Proposed Archive Configuration for the
SLC Control System

Figure 3 above depicts the proposed solution to the
archive problem. The Portable Channel Access Server
running on the MCC VMS system will interface to an
Archive Engine that will be used to funnel data into
Oracle. Other EPICS 10Cs in the system will also use
other instances of the Archive Engine so al SLC
Control System data will be in a common Oracle
archive. Once in Oracle, a wide variety of Oracle and
third-party tools can be used to retrieve and analyze the
data

2 AIDA

Higher-level applications need to access a logically
related set of data that is in different data stores and
may require different processing. Accelerator
Integrated Data Access (AIDA) is envisioned to be a
distributed service that allows applications access to
this wide variety of Control System data in a consistent
way that is language and machine independent. It has
the additional goal of providing an object-oriented layer
for constructing applications on top of multiple existing
conventional systems like EPICS or the SLC Control
System.

2.1 Overview

The client interface to AIDA is via the CORBA
Interface Definition Language or IDL. This interface is
the “contract” between the clients and the AIDA
services and sources. AIDA uses an Oracle database to
map the names requested to services and sources.
Initial discovery is made at runtime and subsequent
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requests can the go directly to the data, bypassing the
Oracle access.

Requests can be either synchronous or asynchronous.
The CORBA Event service is presently used for
monitors. The CORBA Notify service is layered on top
of the Event Service and has additional attractive
features like quality of service client-side and event
filters.
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Figure 4: AIDA Architecture Overview

Figure 4 above shows the mgjor parts of the AIDA
architecture. The client’s request is dispatched to the
appropriate service which then gets the data from the
appropriate source. The service may pre/post-process
the data before storing/retrieving the requested data
items. A generic service is provided for those data
items that don’t require additional processing.

2.2 Request Details

Figure 5 below follows a typical request through the
AIDA system.
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Figure 5: AIDA Request Example

The client interfaces with an AIDA object via the
methods and structures specified in the IDL or
Interface Definition Language. The method invocation

on the remote CORBA object determines the service
and sources of the data items requested by accessing
the Oracle name database or its local cache if the item
is dtill there from a previous request. The name
database has information about the services and sources
needed to process the request. Each of the data sources
has one or more AIDA servers to access the local data
store. Requested data is either returned directly to the
client in the case of a synchronous read or
asynchronoudly using the Event service if the request is
for aMonitor.

3JOIMINT

A final piece of the migration puzzle is a new display
manager/user interface tool, Java Operator Interface
and Management Information Tool (JoiMint). The
existing SLC interface is a now antiquated touch panel
that interfaces with the underlying applications. It may
be old but it's very fast and thus operators are able to
use it for effective control of the accelerator. The
EPICS DM (DM2K EDM) can only read/write to data
channels but the SLC interface has several additional
features that will be required in any new user interface.

e |t communicates with underlying applications.

e |t can capture keystrokes/operations and save
them to a file. This file can be edited with
basic loop and conditional controls and later
replayed.

e  Separate local and system message windows.

e Dynamic loading and configuration of new
objects

Matthias Clausen of DESY started preliminary work on
this and there is an update to be presented at this
conference [3].

4 SUMMARY

Figure 6 below shows how using Oracle, AIDA and
JoiMint/Madam we can provide an environment for
porting and implementing applications allowing us to
gradually offload VMS while giving us a devel opment
environment that will hopefully be applicable to the
NLC.

4.1 Archiveto Oracle

Because early tests have been so promising, probably
the first part of the migration will be the archive data.
Merging both EPICS and SLC archive data in an
Oracle database will give us good experience in
managing large data stores. It will also provide an
opportunity to explore the wide variety of Oracle and
third-party tools for data extraction and analysis.
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Figure 6 Genera Migration Plan
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4.2 Configuration Management in Oracle

We have dready done considerable work in
modeling and implementing the SLC database in
Oracle. Several other EPICS sites have used Oracle to
store their EPICS database and we may use their
implementation if it can be reasonably integrated with
our existing design. The file system based storage of
database information has served us well for many years
so we'll need a high degree of confidence in the new
system before switching over.

4.3 AIDA

We plan to finish prototyping and start detailed
design early next year. We hope to have a production
quality version ready for initid application
development later on in the year. CORBA capabilities
are rapidly evolving. If you procrastinate long enough
there will be a specification and eventually a product to
do what you want. Current CORBA specifications
aready encompass real-time capabilities, failover and
redundancy, messaging and embedded CORBA. As
part of the telecommunications applications there is
also a CORBA message logging service. After the core
of AIDA is robustly functional, well need to
continuously monitor new CORBA capabilities and
incorporate them or replace existing implementations
as warranted.
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4.4 JoiMint

This development is presently being undertaken by
DESY based on requirements and initial prototyping
work done at SLAC. Anintelligent display capability is
crucial to the Cosmic plan.

5 THE FUTURE

Even after the mgjor applications have been ported
and enhanced to the new environment, we have not
provided for migrating the running database and the
interfaces to our Intel Micros. Perhaps in the end these
will just stay on a VMS system with the bulk of the
applications running on the outside. These micros
present several unique challenges.

e They run the iIRMX operating system,
which is now almost as obscure asVMS.

e Much of the code is tightly coupled to the
Intel architecture in its handling of
segments and pointers.

e All communication is done through the SLC
home-built message system. We would
either need to port support for it to other
platforms or consider changing this to a
CORBA message service.

None of the above options are particularly attractive
and involve touching alot of very old code that is at the
heart of controlling the running of the accelerator. In
the end, if VMS remains a supported operating system,
we may retain the core of the database and
communications on VMS while exporting the bulk of
the applications and displays to a more distributed and
modern environment.
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RE-ENGINEERING OF THE GSI CONTROL SYSTEM
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Abstract

After more than 12 years of operation without substantial
revision a modernization of the control system at GSl is
overdue. A strategy to adapt the system to future needs is
outlined. The system has to support a specific environment
of which the main features are described. More flexibility
than in the current system can be achieved while still using
many parts of the actual system.

1 INTRODUCTION

The actual GSI control system started operation in 1989.
Many extensions and refinements have been developed
since but no substantial revision could be made. Asare-
sult the system is outdated in many aspects. Only one en-
vironment is supported, one fieldbus, one type of device
controller, one operating system for the applications. Hard-
wareisno longer available, (e.g. the controller boardsfrom
1990), and support for Pascal as a programming language
for the device control software ended.

Most components were devel oped to inhouse standards.
Interfaces between components are too complex. There-
fore, exchange of single components is costly. A genera
revision is overdue. The modernization has to consider the
characteristics of the GSI environment.

2 CONTROL ENVIRONMENT

2.1 GS Accelerator Operation

GSI operates three accelerators for al kind of ions from
hydrogen to uranium: The linear accelerator Unilac, the
synchrotron SIS and the storage ring ESR. The linac and
synchrotron are operated in a pulse to pulse time sharing
mode with a repetition rate of 50 Hz of the linac and 0.1
to 0.5 Hz of the synchrotron. Switching to different ion
species, energies, and experimental targetsisdonewith this
rate. Three independent ion sources serve in paraléd, typi-
cally five experiments at Unilac, SISand ESR. The average
duration of an experiment is one week.

In addition to thisflexible experimental operation, arigid
mode for heavy ion cancer therapy is provided [1]: Any
carbon beam from afixed set of 254 energies, 15 intensities,
and 7 spot sizeswill be delivered to theirradiation place by
request.

2.2 Device Handling

Pulse to pulse switching demands a more complex device
handling than simple schemeslike set reference’, and ‘read
actual value'. Thiscan beillustrated with magnetsin Unilac
cycles for low-charged ions. One controller has to service
upto 12 magnetsin 20 mscycles. Preset time hasto be max-
imized to reach high currents, and stable current duration
has to be limited to reduce thermal load.

Broadcasting amedium level set value at the start of acy-
cle gives slow devices time to reach full current. To avoid
overheating of fast devices, the dedicated set value is de-
layed for 4 ms. After the end of beam, all magnets have to
be set to azero value. The duration of stable currentsistoo
short to read actual values directly. So ‘sample and holds
aretriggered for read-out. The controller cannot read these
values until the following cycle after reference values have
been set.

2.3 Device Realization

In most cases, the devices connected to the control system
are rather complex. Some components are implemented as
distinct parts like the extraction kicker with 28 modules.
On the other hand, some hardware components host several
devices, e.g. profilegrids. Upto 16 grids are distributed on
8 channels in one measuring device. Multiplexing restricts
measurement to one channel per cycle. Nevertheless, the
variety of different implementations has to be presented in
a comprehensive way to the operation crew. Grids have to
appear asindependent devices and the kicker modules have
to be combined to one kicker.

3 ACTUAL CONTROL SYSTEM
3.1 Scheme of the control system

The hardware outline of the actual control system [2] is
given in Figure 1. The diagram also reflects the logical
view since each module is rigidly connected to one of the
hardware levels.

All devices are linked viafield bus (modified MIL 1553)
todistributed equipment controllers (EC). Synchronized op-
eration is achieved by triggers from programmable central
timing units, one for each accelerator. Supervisory con-
trollers (SC) handle interaction with the operation level.
One SC serves up to nine ECs.

Communication between EC and SC is done by dual
ported RAM onthe EC. SCsand workstations communicate

219



8th International Conference on Accelerator & Large Experimental Physics Control Systems, 2001, San Jose, California

] AA]] [coamsrmien) [ ragang |

| | | |
\dev data

ethernet

—Y—
1dev data

EC
trigger ‘

T

EC é| EC

|dev datal

Timing
dev al dev bl
N Y
16 x 255 triggers

Figure 1. Schematic view of the actual control system
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viaethernet by an in-house protocol comparableto UDP/IP.
VME boards with 68020 processors are used for ECs and
SCs. Operation level workstations run OpenVMS.

3.2 Real-Time Control

The real-time level is the most substantial part of the GS
control system. Deviceinteractionsaretriggered by signals
from central timing units. Up to 255 different triggersallow
flexible adaption to the accelerating process.

ECs run autonomously under control of the timing unit
after device data have been supplied. Up to 16 different
sets of data, called virtual accelerators, may be configured
inparallel onthe ECs. Thisenablespulseto pulse switching
between asmany different beams. Beamsfor cancer therapy
are handled analogoudly [1].

The sequence of virtual acceleratorsis determined online
by the timing units: Beam is produced only on request by
the experimental area.

Execution of commands from the operation level is pro-
vided. Device interrupts and polling services for survey of
the devices are supported.

3.3 Device Representation

The devices are represented in an object oriented manner
as independent units even though the control system was
developed in a procedural way. Unique device names, the
so-called nomenclatures, facilitate addressing. Every prop-
erty is modelled by an action, coded as a procedure on the
SC, with data to be exchanged, e.g. sending areference or
reading an actual value. Properties are identified by name
and described in a formalized way by type and count of
corresponding data. Based on this description, one single
interface allows access to every property of every device.

To keep applicationswell structured, nomenclatures rep-
resent independent objects with relevance for the process
of acceleration. These logical devices are constituted on
thereal-timelevel: Every nomenclature must have acorre-
sponding entry on the EC. Mapping of the connected hard-
ware to the operations view is demanded.

4 UPGRADES
4.1 Srategy

Replacement of the control system by a different onewould
require alot of effort. Existing devices and interfaces must
be supported, the achieved quality of accelerator operation
has to be provided, and existing control hardware has to be
used further in order to reduce expenses.

Actually 2750 devices are controlled by 256 ECs in 41
VME crates. Device specific adaptions can be subsumed
in 61 classes, each requiring its own handling. Implemen-
tation of device adaptions requires 145,000 lines of code
(LOC) compared to 26,000 LOC for common system soft-
ware. The effort needed to reimplement peculiarities could
be seen when a functional prototype of the Unilac timing
unit was rebuild. Although it provided less functionality
than is implemented today, and work was done within the
same environment, it took about one person year.

Fortunately the architecture of the existing control system
isstill up to date. Stepwise migration to asystem similar to
the actual onebut providing greater flexibility ismanagable.
Thiswill result in an up-to-date system and will allow re-use
of most spent investments.

4.2 Outline of the Future Control System

The outline of the proposed future control system is shown
inFigure 2. Itisstill athreelevel approach: Device control
engines, device representation by logical devices, and the
application level. Different from Figure 1, it is a logical
view. Components can beinstalled on every hardware level
of the control system.

configuration
database

communication middleware (CORBA)

il

o

Emittance

ALl

trigger

Figure 2: Schematic view of the future control system

4.3 Synchronized Device Control

Strong point in the existing control system is the real-time
device control. It proved to be very well adapted to the
needs of flexible pulse to pulse operation of the GS| accel-
erators. Therefore, the same mechanism will be used in the
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future. Thisallowsutilization of the existing generation and
delivery of triggers for device synchronization.

Actions to service devices autonomously, under control
of the timing system, are realized in synchronous device
control engines. The actual EC software can serve as afirst
version of these engines. Fortunately, most of the effort to
implement device specific adaptionswas on the EC, bothin
size and complexity.

4.4 Extensions for the Device Control Level

In many cases asynchronization with the accelerating cycle
isnot needed, e.g. for low mechanical actuators. An asyn-
chronous device control engine will be provided by reduc-
ing a synchronous engine to polling and service of device
interrupts.

Real-time systemsare difficult to survey and to debug. To
keep the control engines simple, any mapping between the
hardware and the process view should be avoided here, e.g.
the electronics for profile grids should be handled as one
unit. Consequent reduction to the kernel functionality often
allowsdescription of devicecharacteristicsby ssmpletables.
These devices can then be handled by common software.

In the current EC software, the hardware dependent parts
of the code haveto beidentified to make the control engines
portable. Implementation will be possible on any computer
in the control system, on dedicated device controllers and
on multi purpose computers. Nevertheless, if good rea-
time performanceis needed computerswith ahard real-time
system will be used.

4.5 Device Modelling Level

An object oriented approach suggests representation of con-
nected hardware as objects, called logical devices. Device
functionality in the sense of the actual control system then
corresponds to methods of the logical device.

Dealing with various device specific methods can be con-
fusing. Therefore every logical device will have acommon
method asinterface. Variabledataformatscan beexchanged
by using types like CORBA's any. In IDL notation this
method may look in principle like

void access(in string property, inout any data)

raises (ControlException);

Logical devices are suitable locations to map the accel-
erator hardware to a process oriented structure. Different
abstraction levels can be build by cascading, e.g. magnets
and profile grids can be combined to emittance measure-
ment devices. Any unit can beintegrated asalogical device
at this level: Complete subsystems like SCADA systems,
deviceswith an OPC interface, or even software objectslike
databases.

A scheme for the logical devices has to be developed
which is more general than in the actual system. Effort for
implementation of device specific adaptions can be reduced
by integrating code from the existing system. Procedures
corresponding to properties can be transformed to objects
methods. Header and exit part of the procedures haveto be

replaced but the body can be kept with slight modifications.
This alows a fast integration of the existing implementa-
tions but of course can only be afirst step. Modern software
development techniques all ow much more elegant solutions
compared to reglisations in the actua system.

4.6 Networking

Communication with logical devices, distributed objects, is
straightforward. Common middleware, like CORBA based
systems, supports al needs of accelerator operation. Nam-
ing services, or alternatively explicit handling of object ref-
erences, allow addressing of logical devices by name.

4.7 Application Level

No detailed investigations have been made yet. OpenVMS
and Unix are based on similar concepts. This suggests the
use of Linux asfuture basis for the application level.

In atransitional period, both operation systems have to
be supported in parallel. To alow further usage of existing
applications, the current interface for device access has to
be provided in the future.

4.8 Preparatory Work

The device control software was written in Pascal. Actual
software development systems are now based on C++. To
enable future usage of existing software, conversion of the
codeto C has started [3].

Substantial changesof theactual system caneasily impact
the ongoing accelerator operation. To limit theimplications
of modifications, the modul arization hasto be enhanced. In
a re-engineering process each module in the control sys-
tem has to be provided with structured interfaces to reduce
coupling. Only after this, will it be possibleto replace exist-
ing components or port componentsto other platformswith
acceptable effort.

5 CONCLUSION

The paper outlines a strategy for a rejuvenation of the ex-
isting control system. It shows the possibility to enhance
flexibility and capacity of the system and nevertheless to
integrate many parts of the existing system. The modern-
ized control system will be suitable for the proposed new
accelerator facilities too.
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Abstract

During the DAFNE [1] commissioning and run
operations the Control System [2] has been
continuously evolving in order to fulfill the user
requirements and the needs of a complete accelerator
management. The original structure of distributed
CPUs relaying to a central shared memory proved to be
scalable and suitable for adding functionality 'on the
fly'.

After 5 years of operation, the system had reached
some intrinsic limits so that we focused on an upgrade
plan mainly regarding the user level and the capability
of the system to connect to external resources.

The re-engineering was done thinking to the
maximum software reuse and the origina choice of a
commercial software environment for al the control
applications demonstrated to be valid alowing to
redesign the user level with no worries for the porting.

1 DESIGN STATEMENTS

When we started the Control System development
we had a large amount of devices (Tab. 1) and a few
people involved in the job.

Table 1. Device List

Device Quantity | Interface Type
Magnet Power Supplies 425 Serial
Vacuum Pumps 157 Serial
Beam Position Monitors 123 MUX,DVM
Vacuometers 43 Serial
Fluorescent Flags 23 110
lon Clearing Electrodes 39 ADC,DAC,I/O
Beam Loss Monitors 31 Scaler
Kickers 10 ADC,DAC,I/O,
GPIB
Video Multiplexers 10 Serial
Scrapers 12 Stepper Motor
Control
Programmable Delays 7 GPIB
RF Cavities 3 ADC,DAC,I/O
Beam Current Monitors 3 DVM

In order to optimize the development time we
decided to use commercia technologies as much as
possible. A commercia product is characterized by a
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broad distribution, which means a lot of feedback from
the wusers and, consequently, deep debugging.
Furthermore the wider the distribution of a product, the
more reliable isits support from the producer.
Another criterion was to provide "easy development
and maintenance”.
We decided to use:
e LabVIEW [3] as the development environment
for al the software;
e industrial VME bus to house the front-end
hardware.

2 SYSTEM GENERAL DESCRIPTION

We distributed VME crates all around the machinein
order to have the front-end hardware close to the
devices to be controlled. At that time, LabVIEW was
available only for Macintoshes so we decided to
develop a customized processor based on the
Macintosh LCIII mother board as a VME controller.
The result was a fully operative Macintosh 68030
computer, joint to an interface, performing the VME
System Controller functions.

The distributed CPUs make up the system 3rd level
where the applications dedicated to device handling and
control reside.

All the CPUs run asynchronously and write into their
own VME memory the result of the control tasks for all
the devices of which they are in charge. The data
refresh time ranges from a few Hz to 50 Hz depending
on the number of devices, the interface type and the
complexity of the process.

From a data point of view, the system 3rd level
consists of several loca memory pages where al the
machine objects are represented with descriptive
records continuously updated at their own rate. All 3rd
level VME crates are connected to a central cluster of
VMEs through point-to-point optical links to constitute
acentral common addressing space called 2nd level.

The end result is a virtually central memory where
the machine RTDB (Real Time Database) resides.

The transaction from the 2nd up to the 3rd level is
transparent to the user, that can fetch any descriptive
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record from a remote memory page with asimple VME
read cycle. These read actions are performed from the
system 1st level where the consoles and the user
applications reside.

3SYSTEM IMPLEMENTATION

In the first system version we used Macintoshes
68040 as consoles. The connection between the
operator's consoles and the VME was done by
dedicated VMV [4] interfaces.

The system (see Fig. 1) main peculiarities were:

¢ "true" memory mapping of the central virtual
memory into the consoles internal address space;

e uniform hardware and OS (Macintosh at any
level).

The DAFNE commissioning started and continued
until December 1999 with this setup.

e

Corsole(MuBus) - WWE

WE (2nd lewvel) - WME (2nd lewel)
Wi bus

WME (2nd level) - WWE (3rd lewel)
paint- to- point aptical link

i

Fig. 1 Original System Implementation

4 SYSTEM UPGRADE

After 5 years of operation the system general
structure based on distributed CPUs and a central
shared memory demonstrated to be valid with no
limitations from the hardware. It allowed easy and fast
data gathering and correlation.

Also, the distributed processors were shown to be
suitable for the front-end tasks, hence we focused on
the 1st level for the upgrade project.
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The operator level had reached some intrinsic limits:
e the 68040 uP was no longer able to stand the
load of always-heavier requirements ;
¢ the Macintosh NuBus platform was dismissed.

We set the following targets:

o to improve 1st level reliability and performance;

e to get rid of the consoles connection bus and
therefore the limitation on the number of
consoles;

e gain remote access on the consoles;

eto have Internet media and services fully
available.

An obvious issue was to reuse, as much as possible,
the software already developed and this imposed the
requirement to adopt computers able to run LabVIEW.

We chose Sparc VME embedded computers by
FORCE [5] with Solaris operating system instead of
Macintosh consoles. The first benefit of using VME
embedded processors was to get rid of al bus-to-bus
interfaces and cables needed to access the RTDB.

First, we re-wrote the VME read/write basic routines
and then we encapsulated them into conventional
LabVIEW graphic nodes. After this, porting all the user
applications in LabVIEW for Solaris went on smoothly
and required just a little cosmetic make-up and a few
minor adjustments.

We estimated to load up to 5 user sessions on each
Sparc CPU. We ingtalled four diskless FORCE
computers and a Sun Enterprise 250 as server over a
switched 100 Mbps Ethernet network.

The interaction with the user applications running on
the VME processors is done by mean of SunRay [6]
lightweight terminals. These terminals are centrally
managed by, and draw their computing resources from
the SunRay server software that runs on the Enterprise
250.

The system performance, concerning the graphic
presentations and the window management, greatly im-
proved and aso console hangs due to low memory
disappeared.

This architecture (Fig. 2) is fully scalable: it is
possible to increase the number of VME embedded
processors and hence the power dedicated to user
applications and to add "on the fly" SunRay terminals
in order to have more working points.
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Figure 2: New implementation of the Control System.

After 6 months of development, tests and debugging
and 3 months for the installation, the new system met
al the upgrade targets, becoming operational in March
2000 (Table 2 summarizes the number and type of
processors employed in the system in its present status).

Table 2: System main components

3rd level CPUs | Custom Mac LCII| 43
2nd level CPUs | FORCE 50T 4
1st level term. SunRay 15
System server Sun Enterprise 250 1
WWW server Sun Ultra 10 1

SNEW DEVELOPMENTS

Presently, we are working on the upgrade of the 3rd
level layer of CPUs. This became essential for more
than one reason:

* we are running out of spare CPUs;

* the new LabVIEW version does not run on 68K

processors;

« dealing with MacOS 7, the remote development and

debugging is hard to do.

On the basis of our present experience we looked for
a VME controller that would allow us to reuse all the
existing LabVIEW software even on a different
platform. This led to the choice of a Pentium diskless
board by VMIC [7] with Linux OS, which matches all
the new requirements and still has a reasonable cost.
Now, we have written the basic VME access routines
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and we plan to test the new 3rd level CPU at the
beginning of 2002.

6 CONCLUSIONS

The system has evolved through 3 different operating
systems and 5 major LabVIEW releases, smoothly
withstanding these shocks. This has been possible
thanks to the use of software written for personal
computers with the characteristic of portability.

We are confident that we will always be able to use
more suitable hardware, reusing the software work

done. This is the meaning of "liberation from
hardware".
7ACKNOWLEDGEMENTS

We want to thank G. Baldini and M. Masciarelli for
their commitment and essential contribution in the
system implementation, O. Coiro and D. Pellegrini for
their support in the hardware installation and setup.

We are also grateful to all the Accelerator Division
staff for their continuous suggestions and
encouragement for making a good and useful job.

A dedicated acknowledgement is due to C. Milardi
for her tight collaboration to the high-level software
development.

REFERENCES

G. Vignola and DAFNE Project Team, DAFNE:
The First ®-Factory, EPAC'96, Sitges, June 1996,
p. 22.

G. Di Pirro et a. "DANTE: Control System for
DAFNE based on Macintosh and LabView",
Nuclear Instrument an Methods in Physics
Research A 352 (1994) 455-475.

LabVIEW, Nationa Instruments Corporation,
11500 N Mopac Expwy, Austin, TX 78759-3504
USA (http://www.ni.com)

Creative Electronic System S.A., Route du Pont-
Butin 70 CH-1213 Petit-Lancy 1 Geneva
Switzerland (http://www.ces.ch)

Force Computers GmbH, Prof.-Messerschmitt-Str.
1, D-85579 Neubiberg/M tinchen
(http://www.forcecomputers.com)

Sun Microsystems, Inc., 901 San Antonio Road,
Palo Alto, CA 94303 USA (http://www.sun.com)
VMIC, 12090 S. Memoria Pkwy, Huntsville, AL
35803 USA (http://www.vmic.com)

[1]

[4]

(5]

6]



8th International Conference on Accelerator & Large Experimental Physics Control Systems, 2001, San Jose, California

WEAT004
physics/0111025

UPGRADE OF THE PHOTON BEAMLINE CONTROL SYSTEM
ON THE SRS

B.G.Martlew, B.Corker, G.Cox, P.W.Heath, M.T.Heron, A.Oates, W.R.Rawlinson, C.D.Sharp,
CLRC Daresbury Laboratory, Warrington WA4 4AD, UK

Abstract

The SRS is a 2GeV synchrotron light source with 14
beamlines serving approximately 34 experimenta
stations. Control of the major elements of the beamlines
(vacuum pumps, gauges, valves and radiation stops) is the
responsibility of the main SRS Control System. As part of
the long-term upgrade plan for the SRS Control System, a
large programme of work has been undertaken to
modernize beamline control. This work included:
development of Linux based PC front end computers to
interface to the existing CAMAC 1/O system, replacement
of the user interface by graphical synoptic diagrams
running on Windows NT PCs, development of an ActiveX
control for parameter display/control and a cache server to
reduce loading on the rest of the control system. This
paper describes the major components of the project, the
techniques used to manage the new PCs and discusses
some of the problems encountered during devel opment.

1 INTRODUCTION

One of the last stages in upgrading the SRS control
system to a modern, distributed, client-server design has
been the replacement of the experimental beamline
control system [1,2]. Previoudly, this consisted of a single
32-bit minicomputer interfaced to the plant via a serial
CAMAC highway and 4 CAMAC crates. The user
interface was a simple character based application running
on the centra minicomputer with remote terminals
connected through serial RS-232 lines. This arrangement
provided a functional and flexible solution but the user
interface in particular was difficult to use and understand.

In the upgraded system, a Front End Computer (FEC)
directly controls each CAMAC crate through a Hytec
1330 PC/CAMAC interface.' The FECs are industrial PCs
running Linux. They are attached to the Control System
network and handle monitoring and control requests from
remote clients.

Each experimental station has been provided with a
standard desktop PC running Windows NT. These provide
the user interface through graphical applications that

! http://www.hytec-el ectronics.co.uk/1330.html

225

directly show the physical layout of the beamline together
with real-time analogue and status information.

2 NEW DEVELOPMENTS

This system was based on a solution already in use on
several of the newer experimental stations [3]. However,
several changes were needed to allow easier migration
from the old control system. Similarly, severa
improvements and technical developments were
introduced during the project and new security and system
management issues had to be addressed.

2.1 User Interface PCs

Previoudly, the beamline users had a simple text-based
interface to the control system. Thiswas provided through
dedicated RS-232 serial lines and was coordinated by
software running on a centralized minicomputer. |t
required the user to have a detailed understanding of the
beamline and had little visual feedback to alert the user to
potential problems on the beamline.

Each experimental station already had some form of
data acquisition computer so the possibility of using this
for control purposes was considered. Unfortunately, there
is little standardization of these systems across the
experimental stations and this aternative would have
involved developing and supporting several different
solutions. Instead it was decided to provide a dedicated
desktop PC running Windows NT Version 4.0 for each
station.

2.2 Linux Front End Systems

The client-server protocol currently used on the SRS
runs over UDP/IP and has already been implemented on
MS-DOS, OS-9 and Windows NT. The main server
program, rpcserv, was ported to Linux and device support
for both Borer and Hytec CAMAC stepper motor modules
was added. Analogue input and output device support
together with support for the status control and interlock
monitoring system already existed. The support software
for some devices requires precise delays of the order of a
few 10s of microseconds to be generated in software.
Initially problems were encountered due to the multi-
tasking behaviour of Linux. However, careful coding and
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use of the round-robin scheduling algorithm eventually
solved this problem.

RedHat Linux 6.2 provides a very stable and versatile
platform for a FEC. At the time of writing some systems
have been operationa for over 6 months with no
unscheduled reboots.

2.3 ActiveX Control

Early in the project, an ActiveX control was developed
to simplify the representation of control devices in
graphical user interface software. This control was written
using Visua Basic 6 and is capable of handling
communication with the device, colour-coded display of
status, formatted display of analogue values, interlock
warning messages and status control (Figure 1). This
control has also proved to be useful in other projects and
has also been used by the Accelerator Physics group.

=
PO.VALV.02

Status:

LLATOR FAILED
F FAILED

HIGH
RE HIGH

RESET | SHUT | OFEM | HESETDNl

| EDE |

Figure 1: ActiveX control dialog box

2.4 Synoptic Control Applications

A graphical synoptic diagram showing the layout of
relevant beamline components provides rea-time read-
back and active control for each experimental station.

These applications were developed using Visual Basic
6 and the ActiveX control described in 2.2 above. Aswell
as the status of the local beamline components, the
application displays the state of the associated beam port
and useful storage ring beam parameters (Figure 2). The
displays closely mimic the vacuum flow drawings for the
beamline and are produced in cooperation with a beamline
control engineer. Online help is avalable from the
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application. A contract programmer was hired to do the
routine work of implementing and testing the applications.
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Figure 2: A typical synoptic application

2.5 Network upgrade

The SRS control system utilizes 2 class-C networks,
one for high-reliability FECs and one for general server
and console systems. Fibre optic and twisted-pair cabling
had to be installed throughout the experimental area to
provide suitable access points for the user interface PCs
and Linux FECs.

2.6 Cache Server

Initial tests showed that the load on the main control
system from 30 or more applications, each requesting port
and beam parameters every couple of seconds, was
reaching unacceptable levels. To overcome this problem a
cache server was introduced. This server was prototyped
in Visua Basic using COM aobjects and subsequently key
components have been coded in C++ to provide extra
performance and stability. The cache effectively reduces
the load on the control system by performing a single read
per parameter and serving the result back to each
application. The refresh rate is configurable but is
typically set at 10 seconds.
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2.7 Security

Security is provided by limiting user access to the front
end computers and by controlling the software alowed to
run on the NT workstation.

User access is limited using the NT workstation local
policy. A unique user ID is assigned to each experimental
station. Only that user ID or a system administrator is
allowed to log on locally. The unique ID logs on
automatically when NT is started. No network access to
the workstation is alowed. The floppy disk and CD ROM
drives are disabled in the BIOS, and access to the BIOS
protected by password.

Using an NT system policy, the allowed software for
each unique user ID is controlled. The alowed software
consists of the synoptic control for that specific
experimental area, and a means of viewing the status of
any other named parameter on the control system. To
prevent users from changing the system configuration, the
desktop context menus (mouse right click), access to the
registry, and access to Explorer, are all disabled.

2.8 System Management

Once the accounts are set up and working, there islittle
on-going management to perform. New accounts are
created as experimental stations come on-line, and a
database of machines and user |Ds maintained.

Software updates required on the local hard disk (for
example the ActiveX control) are done by visiting the PC
and logging on locally, rather than updating over the
network. This means that the use of the PC as an active
control station is not compromised by remote
administration.

3 COMMISSIONING

Installation and commissioning of the system had to be
completed without any interruption to routine operation of
the SRS and its experimental stations. This was achieved
by adopting a staged programme of work. Initialy, a
simple beamline with only 3 experimental stations was
transferred to the new system. This alowed us to gain
experience in using and managing the new software and
hardware before attempting upgrade of further stations.
We aso became familiar with the likely problems that
may occur during commissioning. The remaining 30
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stations were upgraded in 3 stages over a period of 12
months.

4 FUTURE DEVELOPMENTS

There is an increasing interest among the beamline
users for a facility to integrate beamline control into the
experimental control and data acquisition systems. This
will probably be provided in the near future by
implementing a gateway server with a simple socket
based interfaced. This will use an ASCII protocol for
sending and returning data to and from the control system.
A security database will limit access to devices based on
the IP address of the requesting host and the parameter
being accessed. This facility will alow much greater
automation of the data gathering process and
simplification of the beamline user’ stask.

Also, there are plans to improve the online help system.
At present, only basic operating instructions are available
but complete beamline specific information, fault
diagnosis ingtructions and operating procedures could
easily be added.

5 CONCLUSIONS

The upgrade of the photon beamline control system was
one of the last stepsin replacing obsolete equipment in the
SRS control system. It has now been completed and has
brought about a significant improvement in control
facilities on the experimental stations. All the changes
were implemented during routine shutdown periods and
no disruption to normal operating time occurred.

Some of the developments undertaken for the project,
notably the Linux FEC design and the ActiveX control
have wider use in the SRS control system and will prove
useful in future projects.
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Abstract

We integrated an injector linac control system to the
SPring-8 standard system in September 2000. As a result
of this integration, the SPring-8 accelerator complex was
controlled by one unified system. Because the linac was
continuously running as the electron beam injector not
only for the SPring-8 storage ring but aso for
NewSUBARU, we had to minimize the hardware
modification to reduce the time for the development and
testing of the new control system. The integration method
was amost the same as that of the integration of the
booster synchrotron. We report here on the integration of
the linac control system with emphasis on the upgrade of
the VMEbus controllers and software involving the
operating system Solaris 7 as the real-time OS.

1INTRODUCTION

At the beginning of the SPring-8, accelerator control
systems for a linac, a booster synchrotron and a storage
ring were designed and constructed independently. Since
the storage-ring control system had been defined as the
SPring-8 standard, an integration of the synchrotron
control system was planned at first and finished in January
1999 as aready reported [1]. A linac control system
remained to be integrated to the standard system. As
aready shown in the previous work, the integration of the
control system enabled seamless operation between the
storage ring and the synchrotron, and made the efficient
development of software possible.

The linac control system was originally designed in
1991 [2]. A total number of 25 VME systems were
controlled by MVME 147SA-1 (Motorola 68030 CPU)
boards with OS-9. The user interface software was
developed with Motif on HP-UX. A specia protocol was
developed and used for the communication between VME
systems and a control server workstation. Several X-
terminals were connected to the server as the operator
consoles.

Recently, system maintenance became more complex
and the lack of a data logging system made machine
diagnostics difficult.
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In September 1999, we started to upgrade the present
linac system to the new one by replacing a part of
hardware and introducing a standard software scheme as
described in below. At this time, we also introduced the
standard database system for the linac control [3,4].

Because the linac played a role as an injector to the
booster synchrotron and the NewSUBARU storage ring, it
was necessary to avoid downtime due to the integration
procedures. We separated the hardware upgrade work into
two phases, that is, we replaced the system with minimum
maodification at the first phase and postponed an overall
replacement to the near future. In the first phase, we
replaced only CPU boards for the VME systems keeping
the rest of the hardware in place. On the other hand, all
the control software was newly developed, and the
standard TCP/IP protocol was introduced.

We started preparations in September 1999 by setting
the start time of the integration for the July 2000
shutdown period, and finally the new linac system started
operation in September 2000.

2NEW CONTROLLER

2.1 VMEbus CPU Board

As dready described [3], we used Hewlett-Packard
HP743rt’s for the VMEbus controllers of the storage ring
and the booster synchrotron [1]. Because the HP743rt
model had been discontinued and it was not possible to
purchase, we had to select a new CPU board considering
the following criteria:

The board should be designed on PC-base
architecture. The processor unit should be Intel-
Architecture (I1A-32) or |A-32 compatible.

The board should support widely used operating
systems (OS). An OS with open source policy or a
freelicenseis preferred.

Minimum running costs with easy maintenance and
long product lifetime.

Additionally, we required that the board should be a
VMEbus single-dlot (if possible) or at most a double-dot
with a storage unit, bootable from a flash disk, no cooling
fan attached to the CPU, and less power consumption to
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avoid overheating. Usually | A-32 based board is designed
on PClbus base but it can be applied to the VMEbus with
a PCI-VME bus-bridge chip (Tundra Universe 11). By
examining candidate boards, we finally chose a Xycom
XVME658 CPU board as the VMEbus controller. The
features of the board are:

e CPUisan AMD K6-2 333MHz.

e Bootable from an IDE flash disk.

e Single slot but we use one more dot for the storage

units such as the flash disk and a floppy drive.

e No CPU-cooling fan.
It was also essentia to decide what OS should be used and
examine its operability on the board before we came to
the board final selection.

2.2 Solaris Operating System

As soon as we had chosen the 1A-based CPU, we
examined candidate operating systems such as, Linux,
RT-Linux and Solaris. To port the current software, the
compatibility of UNIX function calls is highly required
for the OS. The rigid priority control of software
processes is aso essential, because it determines
controllability of the system under the client/server multi-
task architecture. A hard real-time feature such as the
absolute deterministic operability is not necessary for our
accelerator controls. Task switching latency, data transfer
speed and interrupt response time due to a bus-bridge chip
were studied as well on the bases of candidate CPU
boards [5]. In our study, the Solaris 7 and the Linux OS
with akernel 2.2.9 showed good performance.

The Solaris has three scheduling policies, i.e. a system
class (SY), areal-time (RT) class and a time-sharing (TS)
class. These classes have a scheduling hierarchy structure
as RT>SY>TS. Even in the TS class, the fixed priority
control is possible and satisfactory. The RT class is
available but its scheduling policy is beyond the system
class. So system management with the RT-class is
difficult. Because when we lose the control of a processin
the RT class the system may hang.

Examining the survey and measurements of the various
OS features, we finally chose the Solaris 7 as the OS. We
used the TS class for the process scheduling.

3 SOFTWARE DEVELOPMENT

3.1 Methodology

The equipment experts developed device control
software (Equipment Manager, EM [3]) running on the
VME systems and graphical user interface (GUI) software
on the operator consoles. The control group provided the
software framework and program templates. The GUI
builder tool and language were same as those of already
mentioned [3]. The integration work is summarized as
follows:
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e Rearrangement of operation sequences and list up
of equipment signals to make abstract commands
(S/V/IO/C format [3]) took three man-months.

e Development of the EM (GUI) software took
twelve (eight) man-months, respectively.

o Database parameter set-up and making of access
functions took one man-month.

The prototyping methodology was efficient for the
rapid development of both EM and GUI programs. The
device simulation codes were used for the testing and
debugging of the EM, and as a result, the program tests
using real devices ran very smoothly.

3.2GUI

The man machine interface for the linac control is
categorized in two groups of GUI called operation panel
and maintenance panel. The former is used for machine
tuning and leads the beam into five beam transport lines.
The later is used for the maintenance of individua
equipment.

The linac can be controlled using five operation panels,
i.e. top panel, gun control, RF control, magnet control,
and vacuum operation. The top panel was newly created
on this upgrade as shown in Figure 1. The beam route can
be switched by using this panel. The switching procedure
includes sequences such as degaussing the bending
magnets, opening/closing the beam shutters and setting
the transport parameters. Because this procedure was
rather complicated, the switching operation took a long
time and recorded mis-operations in the previous system.
But now, this time has been greatly reduced by
introducing this panel.
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Figure 1: The top panel of the linac control.

As an example of equipment control panels, an RF
control panel is shown in Figure 2. The symbols showing
machine components are located in the panel based on a
real machine layout. Using the panel, the machine
operator tunes the beam energy and orbit by monitoring a
beam image from profile monitors located along the linac.
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Figure 2: The RF control panel.

As a result of the replacement, the response time
between a GUI action and a device reply has been reduced
to about 20msec, while it was in the order of a second in
the former system. The other significant improvement is
that the GUI can be built without knowledge of X/Motif
programming. This freedom of development will facilitate
an advanced control of the machine.

3.3 Database System

The linac has over 270 setting values. A relational
database management system consistently manages those
values [4]. A total of 84 newly created tables in the
database hold a set of parameters. A data acquisition
process collects over 5.2kB of data from the linac every
five seconds. The database system also keeps this data in
18 tables.

Though the linac control system needed over 100 new
tables, the database system minimized the software effort
to add them to the database with its standardized
procedure.

Now, the linac machine status and logging data can be
retrieved from the database, and we can monitor the data
via WWW from anywhere in the site. Figure 3 is an
example of the machine status monitoring by a WWW
browser.

= e
File Edit Wiew Go Window Help

- = a 4t 3 =3 & BN

Back  Forward Reload Home  Search Netscape Print  Security

| § Bookmarks 4 Location: [nttp: / /ayagiku/egi-bin/proto /t- /‘ &7 What's Related|

5,5e-06 18808
1i_nod_ni8/status(R) ——
cgmiB1/p 5y —

5e-86 16600

14888

12688

10000

©
8060

6060

4088

| Il 20088

1e-86 i l

Se-07 [
00:68  12:08  00:00 12:68  00:68 12:86  B6:00  12:00  00:680
10/89  18/09  16/18 10718  18/14 18711  16/12 18712 18413
2001 2081 2081 2001 2081 2001 2001 2001 2001

R |

Figure 3: Example of the linac status monitoring with a
WWW browser.

4 INSTALLATION

We started installation of the new CPU boards in July
2000. After the replacement of the CPU boards, we had
some problems apparently caused by electric noise and/or
the CPU overheating. The new system was first applied to
the aging of the klystrons in the middle of August. During
the tuning of the system, the operation of CPU boards
stopped either suddenly or relating to the klystron
modulator breakdown. Because the VME racks were
settled close to the RF modulators, electric noise was the
first suspect.

We found that the previous system was not strong
enough against the line noise, and also that the cooling
system of the VME boards was not well optimized to cool
the CPU running at high frequency. After we improved
the power line isolation and the cooling system in August
2001, the VME system recorded no trouble for two
months.

The Solaris 7 with the TS class has worked well since
the installation. It schedules multi-tasks with the rigid
priority control and exclusion control at the same level
aready shown by the HP-RT real-time OS.

5 SUMMARIES

We replaced Motorola 68030 CPU boards running OS-
9 with new 1A-based CPU boards. A set of the XVME658
with Solaris 7 was chosen as the controller for 25 VME
systems. We replaced all the control software. The
equipment control software on the VME was newly
created with the standard framework, and the GUIs for the
operator consoles were also developed according to the
unified panel ook and fedl.

We finished the integration of the linac control system
to the SPring-8 standard system in September 2000. Now,
the SPring-8 whole accelerator complex and beamlines
are operated by the unified control system. The new VME
system showed a good performance and adequate
reliability. The data logging system with the database
proved its usefulness again for the machine diagnostics by
searching over buried signals.

At this phase, we minimized the hardware
modification. However, we are planning to update the
VMEbus /O systems to be better able to withstand
against the electric noise and compact enough for easy
maintenance in the next phase.
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Abstract

Modern control systems applications are often built on top
of areal time operating system (RTOS) which provides the
necessary hardware abstraction as well as scheduling, net-
working and other services. Several open source RTOS
solutions are publicly available, which is very attractive,
both from an economic (no licensing fees) aswell asfroma
technical (control over the source code) point of view. This
contribution givesan overview of the RTLinux and RTEM S
systems (architecture, development environment, APl etc.).
Both systems feature most popular CPUs, several APIs (in-
cluding Posix), networking, portability and optional com-
mercial support. Some performance figures are presented,
focusing on interrupt latency and context switching delay.

1 INTRODUCTION

Apart from hard-real time interrupt handling and schedul-
ing services, there are other OS features of interest, such
as the available APls, target CPU architectures and BSPs
(board support packages), support for multiple processors,
networking, file systems, dynamic object loading, memory
protection and so on.

Other important issues are licensing terms, devel opment
environment and debugging tools and the availability of
these tools for specific host platforms.

The next section gives an overview of RTL and RTEMS
looking at some of these issues. In section 3, some perfor-
mance measurements are presented comparing the results
for RTL and RTEMSto acommercial system (vxWorks).

2 RTLINUXAND RTEMSOVERVIEW

2.1 RTLinux

General Information RTL development started at the
New Mexico | nstitute of Mining and Technology andisnow
maintained by FSMIabs Inc. which also offers commercial
support. The basic mechanism is protected by a US patent;
RTL (having a license for using the mechanism) itself is
licensed under the terms of the GPL.

RTL isdistributed as a patch against certain versions of
Linux and a collection of kernel modules.

Further information about RTL is available at [1].

*Thanks to Ric Claus for kindly borrowing me the MVME2306 com-
puter

System Architecture Thebasicideaof RTL isstriking
simple: A slim layer of softwareis“hooked” into standard
Linux’ interrupt handlers and interrupt enabling/disabling
primitives, thereby effectively taking over the machine
which is then managed by a specia real-time scheduler.
Linux continuesto run as alow priority task.

The real-time core manages all hardware interrupts, dis-
patching them appropriately, either to Linux or to real-time
threads. The interrupt manager never allows Linux to dis-
able interrupts. Instead, Linux disabling an IRQ actually
invokes an RTL hook which marks the target interrupt as
“disabled”. If the interrupt manager detects such a marked
IRQ, it holdsoff dispatchingit to Linux until thecorrespond-
ing call to re-enable the IRQ in question is intercepted.

Linux being alow priority task with no direct access to
the interrupt hardware implies that any real-time thread in-
troduced into the system can only very weakly interact with
Linux (through special communication channels) and may
only build upon the services of the RTL core, such as syn-
chronization primitives and the scheduler. Note that this
low-level environment does not provide a C or “math” li-
brary nor any of Linux’ standard system services like net-
working, file systems or drivers. While the former (C li-
brary) functionality is easy to add, providing thelatter isfar
more complex for obvious reasons. Communication with
user space processes is established through special “real-
timefifo” devices.

Following the philosophy of RTL, most of an application
should be implemented in user space, as ordinary Linux
programs. Only the real-time critical tasks go into a special
module which is loaded into kernel memory using Linux’
standard kernel-module loader.

API and General Features Version 3.1 of RTL offers
(asubset of) the POSI X (1003.13) “pthreads’, semaphores,
condition variables and a proprietary interface to the inter-
rupt subsystem. Asaready mentioned, no C-library is pro-
vided per-se. RTL special featuresinclude periodic schedul -
ing with high timing resolution.

While high timing resolution is certainly desirable, its
usefulnessis reduced to some degree by the relatively high
latencies (see measurement section).

Asaconsequence of the layered system architecturewith
Linux on top of the RTL core, an RTL application must be
carefully separated into real-time critical and non-critical
parts. Only the latter may use the powerful features of
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Linux, both in kernel or user space. Critical tasks must
not e.g. write files or access non-RT drivers but they must
delegate this work to non-real time code.

Supported Target Architectures RTL supportsasub-
set of the CPUs and platforms supported by Linux. x86,
PowerPC, Alphaand MIPSarecurrently supported by RTL ;
at least on x86, SMP is supported.

Development Environment  RTL development is usu-
ally done using the well-known GNU tool chain which has
been ported to a wide variety of host platforms. The RTL
core provides support for debugging real-time modules.

2.2 RTEMS

General Information RTEMS stands for “Real Time
Executive for Multiprocessor Systems’, where the original
meaning of the letter M, namely “Missile” and later “Mili-
tary” has eventually reached a civilian status.

RTEMS was developed by OaR Corp. on behalf of the
US DoD and is licensed under a GPL variant. OaR coor-
dinates devel opment efforts and offers commercial support
for RTEM S and other related services.

RTEMS has reached production quality and is used by
military, industrial and scientific projects. EPICS, acontrol
systems software which is widely used in the accelerator
community, has been ported to RTEMS as of the new 3.14
EPICS release.

More information about RTEM S can be found at [2].

System Architecture RTEMS was designed as a true
RTOS from scratch, targeting embedded systems, possibly
with less memory. Conseguently, various system compo-
nents are partitioned into separate modules (“managers’ in
RTEM Sterminology) which are linked to the application as
needed. The system can further be tailored to an applica-
tion’s specific needs by choosing appropriate configuration
parameters.

A typical RTEMS application is built by compiling the
application itself, which must provide the necessary con-
figuration parameters, and linking it to the desired RTEMS
managers (which are provided in libraries) thereby creat-
ing an executable for downloading to the target system or
burning into ROM etc.

Since RTEMSisan RT system “from the ground up”, al
system services and libraries are directly available to any
application task.

APl and General Features RTEMS features POSIX
(1003.1b), ITRON and “classic/native’” APIsin C and ADA
(native API only) language bindings. The usua com-
ponents of an RTOS are available, such as multitasking
(thread creation and control), synchronization primitives
(mutexes, semaphores, message queues, eventsetc.), sched-
ulers (fifo/round robin, rate monatonic), clocks etc.

RTEMS provides a port of the BSD TCP/IP networking
stack and supportsmultiple (possibly heterogeneous) CPUs.

As in vxWorks, memory protection is not available; the
system and application software share the same, flat mem-
ory space.

RTEMS itself does not ship a shell as powerful as vx-
Works' nor does it offer a dynamic loader. However, there
are ongoing efforts of creating application programs pro-
viding the respective features.

Theonly file systems currently implemented arearemote
TFTPand a“in memory” (ramdisk) file system.

Supported Target Architectures RTEMSisdesigned
tobeeasily portableand consequently it supportsmany CPU
architectures, such as m68k, ColdFire, Hitachi SH, Intel
1386, Intel 1960, MIPS, PowerPC, SPARC, AMD A29k and
HP PA-RISC.

Development Environment RTEMS uses the GNU

tool chain.

3 RESPONSE TIME PERFORMANCE
TEST

A key property of any hard-real time systemisits*response
time’, i.e. thetime it takes for the system to react to some
external event under worst case conditions. Two important
terms shall be defined here:

“Interrupt Latency” The time it takes from a device as-
serting aninterrupt lineuntil the system dispatching the
corresponding interrupt handler (1SR) shall be called
interrupt latency.

“Context Switch Delay” This term defines the time it
takes to schedule atask. It involves the scheduler de-
termining which task to run, saving the current task
context and restoring the new one.

Of course, it is practically impossible to find the worst case
conditions given the huge number of possible state combi-
nations that can occur in acomputer system.

Therefore, astatistical approach istaken to create “worst
case” conditions. Theideaisto let the system operate under
heavy load for some time while measuring the latencies.
The maximal delay recorded during thetest isthen assumed
to reflect the “worst case”.

3.1 Test Algorithm

A PowerPC 604 CPU (300MHZz) on a MVME2306, PReP
compatible board by Motorola was chosen to perform the
measurements. BSPsfor RTL, RTEM S and VxWorks were
available, alowing for comparison of the three systems on
the same target hardware.

The MVME2306 (like most PPC platforms) features
timer hardware with a reasonable resolution, which can be
set up to generate periodic interrupts. Because the running
timer is readable “on-the fly”, a precise measurement of
|atencies can easily be accomplished.
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Thetest software package [3] consists of aninitialization
routine, an interrupt handler (ISR) and a simple “measure-
ment” procedure.

The initialization code sets up the timer hardware, con-
nects the I SR to the respective interrupt and spawns a task
(MT) executing the measurement procedure at the highest
priority available on the system under test.

The ISR determines the interrupt latency by reading the
timer and notifiestheMT by rel easing asemaphoreonwhich
the MT blocks. This causesthe system to schedulethe MT
(having become the highest priority runnable task), which,
reading the running timer is able to determine the time that
elapsed from the I SR releasing the semaphore until the M T
actually getting hold of the CPU. After recording the delay,
the MT again blocks on the semaphore.

This simple test was performed on a system heavily
loaded with low priority tasks, networking and serial 1/0
traffic causing alarge volume of interrupts (also at a prior-
ity lower than the timer hardware IRQ).

According to the definition, ahard-real time system must
guarantee that the |l atencies experienced by the high priority
ISRand MT stay below acertain hard limit, regardlessof the
amount of low-priority load (note that interrupts inherently
have a higher priority than any normal task, hence a low-
priority interrupt still interrupts a high-priority task).

Hence, the maximal recorded latencies during the test
congtitute a measure for the quality of a given system.

3.2 Reaults

The test was performed on the same hardware under the
RTL, RTEMS and VxWorks systems. 2’000’ 000 timer in-
terrupts were generated at arate of 4kHz and the maximal
and average latencies were recorded. Measurements were
made under both, idle and loaded conditions.

The load that was imposed on the system under test con-
sisted of “flood pinging” its network interface from a host
computer, whileletting alow priority thread copy characters
from a TCP socket (connected to the host’s “ chargen” port)
to the serial (RS-232) console. Thus, the loaded system
was subject to heavy interrupt and kernel activity involv-
ing scheduling, synchronization primitives, networking and
driver code sections among others.

The results are shown in Tab. 1. The idle systems all
exhibit comparable figures. The situation changes, how-
ever, quite dramatically under load: Whereas RTEMS and
VxWorks show similar performance, RTL's latencies are
substantially higher on theloaded system. Thisisnot really
surprising given the far more complex interrupt dispatching
that is needed to manage and emulate the Linux interrupts.

Somewhat surprisingisRTEMS' increased scheduling la-
tency when using the pthread API, as one would assumethe
implementation to merely consist of an inexpensive wrap-
per to the native API. Given the good performance of the
latter, one can expect however, that making improvements
should be relatively straightforward.

As can be seen, the average latencies are about an order

Interrupt Latency  Context Switching
max avgto max avgto
Idle System
RTL | 135 (1.7+0.2) 331 (8.7 05)
RTEMS! | 149 (1.3+01) 169 (2.3+ 0.1)
RTEMS | 151 (1.3+01) 164 (22+ 0.1)
vxWorks | 131 (2.0+0.2) 190 (3.1+ 0.3)
Loaded System
RTL | 196.8 (2.1+3.3) 1939 (11.2+ 45)
RTEMS! | 192 (244+17) 2130 (10.4+12.7)
RTEMS | 205 (29+18) 513 (3.7 20)
vxWorks | 252 (29+15) 388 (9.5+ 3.2)
lusing pthreads

Table 1; Latency measurement results. All timesarein us.
vxXWorks and RTEMS use native threads unless otherwise
noted. RTL uses the pthread API.

of magnitude less than the respective maxima. Although
our statistical test gives some lower bound of the maximal
latencies, it isimpossibleto draw conclusionsabout thetrue
worst case figures which are obvioudy extremely difficult
to establish.

Usually, the interrupt handling parts of any system are
highly hardware-architecture dependent. Therefore, while
representative for the PowerPC, the interrupt latency fig-
ures stated here can not easily be generalized to other CPU
architectures.

4 CONCLUSION

RTEMSand RTL aretwo quite different open-source RTOS
solutions.

RTEMS seems to offer both, core features and perfor-
mance which are comparable to a commercial system like
vxXWorks.

RTL could be interesting in situations, where the full
power of a desktop system is needed, enhancing such a
system by hard-real time features. This comes, however, at
the expense of higher latencies (compared to RTEM S or vx-
Works) and limitations of system servicesthat are available
to the real-time tasks.

Finaly, it should benoted, that the simplebenchmark pre-
sented in this paper does by no means constitute athorough
performance eval uation and comparison, an arduous task to
which the interested reader is encouraged to contribute.
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Abstract

An important component of EPICS (Experimental
Physics and Industrial Control System) isiocCore, which
is the core software in the |OC (input/output controller)
front-end processors. At ICALEPCS 1999 a paper was
presented describing plans to port iocCore to multiple
operating systems. At that time iocCore only supported
vxWorks, but now it also supports RTEMS, Solaris,
Linux, and WIinNT. This paper describes some key
features of how iocCore supports multiple operating
systems.

1INTRODUCTION

Originaly input/output controller (IOC) meant a
VME/NXI-based system, which used the vxWorks
operating system. The ICALEPCS99 paper [1] described
the plan for removing the VME/VXI and vxWorks
dependencies. The basic plan was successfully followed,
although many details changed.

TheiocCore port involved the following major changes
to EPICS Base:

e VME/NXI dependencies — These were solved by
unbundling all hardware-specific support, i.e., it isall
now built as separate products. This support can still
be used on VME/V XI vxWorks systems.

e VxWorks libraries — This was solved by defining
operating system independent (OSl) interfaces.
Generic  or  operating-system-specific  code
implements the interfaces.

* Registry — vxWorks provided a facility that allowed
iocCore to locate record/device/driver support during
initialization. The registry now provides the same
facility.

e Build Environment — The old build environment had
separate makefiles for the host and for vxWorks
targets while the new build environment uses asingle
makefile for al targets.

* Work supported by U.S. Department of Energy,
Office of Basic Energy Sciences under Contract No.
W-31-109-ENG-38.
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e Shell — iocsh together with the registry provides
features previoudy supplied by the vxWorks shell.

* Interrupt level support — vxWorks made it very easy
to interact with interrupt handlers. Parts of the
origina iocCore required interrupt level support. The
new iocCore removes these requirements.

2 OVERVIEW OF CHANGES

2.1 OS Interfaces

Table 1 provides a brief summary of the OSl interfaces
used by iocCore. The last column shows the different
implementations required for the supported platforms.

Table 1: OSl Interfaces

Name Replaces Implementation
epicsRing rngLib Generic
epicsTimer wdLib, osiTimer Generic
epicsAssert epicsAssert default, vxWorks
epicsEvent semLib RTEMS, WIN32,
POSIX, vxWorks
epicsFindSymbol | symFindByName | Default,yxWorks
epicsinterrupt intLib RTEMS,defaullt,
vxWorks
epicsMutex semLib RTEMS, WIN32,
POSIX, vxWorks
epicsThread taskLib RTEMS, WIN32,
POSIX, vxWorks
epicsTime tickLib, osiTime | RTEMS, WIN32,
POSIX, vxWorks
osi Pool Status memLib RTEMS, WIN32,
default, vxWorks
osiProcess osiProcess RTEMS, WIN32,
POSIX, vxWorks
osiSigPipelgnore | osiSigPipelgnore | WIN32, defaullt,
POSIX, vxWorks
osi Sock osi Sock Linux, RTEMS,
WIN32, defaullt,
solaris, vxWorks
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2.2 Registry

vxWorks provides a function, symFindByName, which
is used to dynamically locate global data and functions.
This facility is unique to vxWorks and is not easily
recreated in other environments. Instead a facility to
register and find pointers to functions and structures is
provided.

When databases are loaded, all record, device, and
driver support is located dynamically. This requires that
the support must first be registered. While building an
IOC application, a Perl program is run. This program
reads the database definition file that will be loaded at
runtime by dbL cadDatabase and generates a C function
to register the record, device, and driver support. This
function is linked with the application and is called before
IOC initialization.

2.3 Build Environment

Because iocCore is now built for multiple
architectures, extensive changes were required for the
EPICS build system. Although the new system has more
functionality, it is simpler than the old system. In each
source directory a single Makefile appears instead of
three (Makefile, Makefile.Vx, and Makefile Host).

2.4 Shell

The EPICS 10C shell (iocsh) is a ssimple command
interpreter, which provides a subset of the capabilities of
the vxWorks shell. It is used to interpret startup scripts
and to execute commands entered at the console terminal.
It can execute any command that is registered.

iocCore provides many test commands that are
automatically registered.

2.5 Interrupt Level Support

The vxWorks intLock/intUnlock routines were an
essential part of iocCore. Most operating systems do not
allow such tight coupling between interrupt routines and
user processes. In iocCore most code was modified so
that intLock/intUnlock are no longer required. For code
that still needs this capability, epicsinterrupt is provided.
For operating systems like vxWorks, in which everything
runs in a shared memory, multithreaded kernel
environment, an implementation of epicsinterrupt is
provided. For other operating systems a default version is
provided, which uses a global lock (global means global
to the iocCore process).

3 STATUSOF PORT

The current production release of EPICS base is EPICS
base R3.13.5. EPICS base R3.14.x [2] releases are the
releases containing the iocCore port.
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3.1 Work Completed

The first beta release of 3.14 is now available. It
supports the following targets:
e VxWorks5.4
e RTEMS 4.6 — An open source real-time
operating system.
e Solaris— Tested on Solaris 8.
e Linux —Tested on Redhat 6.2 and 7.1.
e Win32 — Tested on winNT, win98 and
win2000.

3.2 Work Remaining

No new major functionality will be added to the 3.14
EPICS base releases, only bug fixes. With more testing
we will be ready for the first regular release of 3.14. At
this time we recommend that operational systems start
migrating to 3.14.

For existing EPICS sites, one major platform is still
missing: HPUX. Work is currently in progress to support
HPUX11.

3.3 Hardware Support

As mentioned previously, the hardware-specific
support that was included with R3.13 is now unbundled.
Much of the VME support has been built and tested with
R3.14 but only works on vxWorks.

An unbundled version of the sequencer, which was
originally developed by William Lupton at KECK and is
now supported by Ron Chestnut at SLAC, has been
avallable for some time. This is the version that is
supported with R3.14. It has been built and tested on all
supported R3.14 platforms.

The unbundled version of GPIB support, which has
been available from Benjamin Franksen at BESSY, is the
version supported with R3.14. It has been modified to
work with R3.14. It includes a driver for an Ethernet
GPIB interface. With this interface iocCore GPIB support
isavailable on all supported R3.14 platforms.

4 SUPPORTING A NEW PLATFORM

It should be easy to port iocCore to additional
environments as long as the environment supports
multithreading, GNU make, and Perl.

Two parts of EPICS base must be extended: configure
and libCom/osi.

EPICS base has a directory configure/os. For each
supported platform, this directory contains files
describing how to build components for that platform.

EPICS base has a directory src/libCom/osi/os that has
the following structure;

o default
*  posix
e <platform specific>
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The os directory contains definitions of the OSI
interfaces. The implementation of these interfaces must
be provided for each platform. The implementation can
be provided in three ways.

» default — The directory default provides an
implementation of many of the interfaces. If a
default can be used, nothing needs to be done
for the new platform.

e posix - The posix directory provides
implementations for several of the interfaces
but requires that the platform provide both
POSIX real time and POSIX threads support.
If the POSIX implementation of an interface
can be used, then nothing needs to be done for
the new platform.

o <platform specific> - If neither the POSIX
nor default implementation will work for the
new platform, then a platform-specific
implementation must be provided.

Table 2 gives an idea of how much work isinvolved to
support a new platform.

Table 2: Platform-Specific Lines of Code

I mplementation Linesof Code
VxWorks 1283

RTEMS 1488

Solaris 89

Linux 145

Win32 3651

Posix 1262

Default 950

Lines of code include header, C, and C++ source files.
The small number of lines of code required for Solaris
and Linux is because both support POSIX rea time and
POSIX threads and both can use most of the default code.
The Win32 implementation is much larger because the
POSIX and most of the default code is not used.

5 OTHER 3.14 CHANGES

The Channel Access (CA) client interfaces are now
thread safe on all operating systems (OSs), and the library
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now requires a multithreaded operating environment on
all OSs. We hope that this uniformity will simplify
testing and lead to better control over quality. The library
now uses a preliminary plug-compatible interface when
communicating with in-memory services such as the
process control database. The code was restructured to
not hold a mutual exclusion lock when calling user
calbacks, thereby reducing subtle opportunities for
deadlocks between in-memory services and the CA client
library. Changes were also made to support unlimited
vector lengths and client-specified dispatch priority in the
server.

6 COMPATIBILITY

An important consideration in designing the iocCore
port was compatibility for existing |OC applications and
also for Channel Access clients.

Although EPICS base uses new build rules, the old
rules are still supported, but only for vxWorks 10C
applications. This alows easy conversion of existing
applications to convert from R3.13 to R3.14.

Even though Channel Access was completely
rewritten, the old CA client interface is still supported.
Thus most existing CA clients are supported without any
modifications.

7 CONCLUSION

The source code for EPICS iocCore was reorganized
S0 that it can now be easily adapted to any operating
environment with support for multi-threading. A new
beta release is now available with these changes and other
important upgrades including an improved build
environment, a new command line shell, and
communication of unlimited length arrays.
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Abstract

The EPICS Input/Output Controller (IOC) core-
program, iocCore [1], is now portable to multi-
platforms. The Linux operating system, among them,
seems to be a promising candidate for a platform to run
iocCore, considering the recent high appreciation in
desktop and server use as well as control fields.

The Linux kernel, however, is not suitable for time-
critical applications, since it responds to external events
with unpredictable latency. We summarize three known
causes of the latency, and then discuss some of the
different solutions and how they affect the functionality
of iocCore.

As a possible alternative, we propose an approach
that dispatches user-level processes by a red-time
kernel aiming at a consistency of availability with
predictable responsiveness.

1INTRODUCTION

In EPICS 3.14, the latest version, iocCore can run on
Linux with OSl (Operating System Interface) libraries
supplied as a part of the distribution [1]. The OSI
libraries interface iocCore and POSIX threads (POSIX
1003.1c) with areal-time extension (POSI X 1003.1b).

However, the real-time extension can support only
so-called “soft” real-time applications, where relatively
rare misses to the deadline can be acceptable. It applies
even if the POSIX threads are implemented on top of
kernel-level threads because the sources of the
unpredictability are inherent in the Linux kernel, itself.

In section 2, the causes of unpredictable latency in
the Linux kernel are summarized. Section 3 describes
the advantages and disadvantages of some of the real-
time extensions of Linux in view of the availability to
iocCore. In section 4, we propose a solution based on
L4-Linux, a port of the Linux kernel onto a real-time
kernel named L4 [2]. Conclusions are given in Section
5.

2 SOURCES OF UNPREDICTABLE
LATENCY

There are three sources of unpredictable latency in
the Linux kernel with widely different impacts: non-
preemptive kernel, interrupt disabling and address
space switching.
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2.1 Non-preemptive Kernel

A process under Linux runs in kernel-space while it
executes a system call. The term “non-preemptive
kernel” implies that the Linux kernel does not switch
the execution from a process in kernel-space until it
invokes the scheduler in its own context. Real-time
kernels, however, must switch the execution upon
return from an interrupt handler if the interrupt gets a
higher priority process ready to run. The Linux kernel
does not alow preemption in the kernel, since it cannot
protect the consistency of kernel data if multiple
processes concurrently run in the kernel. A higher
priority process that gets ready to run has to wait until
the process currently running in the kernel exits from
the kernel. While typical latency due to non-
preemptiveness is known to be several tens of
milliseconds, it can reach 100 milliseconds or more in
the worst case [3, 4].

2.2 Interrupt Disabling

Mutual exclusion to keep the consistency of kernel
data is required between a process in the kernel and an
interrupt handler, and between interrupt handlers as
well. Since interrupt handlers can not sleep, the only
way to achieve it is to disable interrupts while the
process or an interrupt handler executes the critical
section. Even though the typical execution path of such
critical sections is very short compared to the whole
execution path of a system call, it can reach, in time, up
to several hundreds of microseconds [5]. It can even be
much longer in special cases [4].

2.3 Address Space Switching

Linux gives each process an independent address
space, in more concrete terms, a set of mapping tables
to trandate a virtual address into a physical address.
Some of the entries of the tables are cashed in a
Trandation Look aside Buffer (TLB) of the Memory
Management Unit (MMU). Upon process switching, al
of the cashed entries need to be flushed to invalidate
the old mapping. The process newly switched in starts
without having the cashed entries, and then cases TLB
misses as it evolves. This brings in unpredictable
latency of tens of microseconds.
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3 POSSIBLE SOLUTIONS

3.1 Real-time Tasksin Linux Kernel Space

Some approaches, such as RTLinux [5] and RTAI
[6], introduce a hardware abstraction layer, a small
kernel, under the Linux kernel. The real-time kernel, as
well as its tasks, resides in Linux kernel space, and it
takes complete precedence on interrupt management
and CPU scheduling over the Linux kernel. This
approach is free from al of the three causes of
unpredictable latency. First, the rea-time tasks have
essentially nothing to do with the non-preemptive-ness
of the Linux kernel because they do not call for Linux
services. Second, the Linux kernel is not alowed to
disable interrupts in this system. Third, the real-time
tasks run in the Linux kernel space, which has been
mapped into address spaces of every Linux process. No
matter which process an externa event interrupts, the
real-time tasks are ready to handle it without switching
any address spaces.

In this approach, however, all iocCore programs,
including the run-time database, need to be moved into
the Linux kernel in order to use real-time tasks for the
threads of iocCore. It seems not only unredistic, but
aso unfavorable, since debugging an application easily
crashes the Linux kernel. On the other hand, if iocCore
resides in user-space, it must run under the standard
Linux kernel.

3.2 User processes Under Improved Linux

If the causes of latency, at least the dominant latency
that stems from the non-preemptive-ness, are removed
from the Linux kernel, user processes can be put to use
for rea-time applications. This approach is the most
convenient way to run iocCore, since the OSl libraries
based on the POSIX threads can benefit from the
improvement just by replacing the Linux kernel, as
long as the POSIX threads use kernel level threads.
Possible evolution of the Linux kernd is clearly
isolated from that of iocCore at the POSIX interface.

The most promising way to achieve this seems to be
to make the Linux kernel preemptive by converting
SMP gpin-locks to a measure for mutual exclusion
between multiple processes on a single processor. This
approach includes the changes to have the kernel honor
specified priorities and to switch the process on areturn
from interrupt if it is possible and required. This
improves the latency down to, typically, around one
millisecond [4].

As some argue, however, the predictability of the
latency still remains essentialy at a soft real-time level.
It is true that the requirement to the spin-lock is
essentialy the same regardless of whether it is for
between processes on different CPUs, or for between
processes on a single processor. However, it does not
necessarily mean that the usage of spin-locks for SMP
in the existing Linux kernel is optimized enough to
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ensure rea-time responsiveness when it is converted.
The average performance of SMP stays even if a few
parts of the kernel code allow a process to run too long
with holding a spin-lock. It, however, directly affects
the longest latency if the spin-lock is used to make the
Linux kernel preemptive. Checking up on the whole
kernel codes to fix such problematic parts should take
much effort, since the Linux kernel is too huge and
complex to be fully analyzed. Furthermore, the check
must be iterated every time any part of the Linux kernel
is modified, or a new driver module is added to the
kernel.

3.3 User processes under real-time kernel

The two approaches discussed in the previous
subsections aim at either high predictability or high
availability. To be available, the threads of iocCore
must run in user-space. To be predictable, the Linux
kernel must be excluded from the execution path of
dispatching the threads. If a system allows threads in
user-space to be dispatched by a real-time kernel,
consistency of availability and predictability is possible.

This approach should be free from any unpredictable
latency due to the non-preemptiveness of the Linux
kernel. It must also be able to avoid the disabling of
interrupts by the Linux kernel. It accepts, though, the
unpredictability due to address space switching for the
cost to use user-space. The threads must be able to
issue real-time kernel system calls, as well as Linux
system calls, when predictable responsiveness is not
necessary. At present, candidates for this approach are
very few. One is LXRT, an option of RTAIl [6].
Another is L4-Linux, as described in the next section.

4 |OC-CORE ON L4-LINUX

4.1 What is L4-Linux?

L4-Linux was developed at Dresden Institute of
Technology in corporation with IBM Watson Research
Center [2]. It isaport of Linux kernel as a server task
on top of a real-time micro kernel, named L4, or its
successor, named Fiasco [7], asillustrated in Fig. 1.

L4 is a preemptive micro kernel, which provides its
tasks with only three primitives, threads, address
spaces, and Inter Process Communication (IPC). The
entity of the Linux server, as well asits “processes’, is
an L4 task. The Linux “processes’ call the Linux server
for a service through an IPC cal of L4. Page faults
caused by a process are also transformed into |PC with
the Linux server, and then handled in the same way as
standard Linux systems. Every Linux “process’, being
al4task, can alsoissue L4 system calls.
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L4 real-time micro-kernel

Figure 1: Architecture of L4-Linux

4.2 L4-Linux as areal-time platform

L4-Linux was designed in order to run a real-time
application and non-real-time Linux applications on a
single computer. Linux processes, hence, in themselves
are not for real-time applications. However, the basic
architecture of L4-Linux allows a process to be turned
into a real-time process, basicaly, if it is given a higher
priority than the Linux server. The process can preempt
execution from the Linux server because both the
“process’ and the Linux server are just a task under
L4's scheduling. The “process’ can keep running, as
long as it does not issue any Linux system calls, until it
suspends itself by caling an L4 system call, or being
preempted by another real-time process with higher
priority.

A problem, unfortunately, was found in relation to
virtual memory management. In L4-Linux, there are
two different sets of page tables for the virtual memory
space of a process. One is in the Linux server and the
other isin the L4 kernel. The former is the one that the
Linux server manipulates as does the standard Linux
kernel. The latter is the real page tables that the MMU
refers to. The two sets of page tables are forced to be
equa upon page faults. This doubly layered memory
management has two negative impacts on “real-time
processes’. First, a newly created thread through a
Linux clone system call shares the page tables with its
creator, not in the L4 kernel, but in the Linux server.
The cloned thread gets its own page tables in the L4
kernel. This results in the need for address space
switching upon “thread switching”. The other one,
which is more serious, is a coherency problem between
the two sets of page tables. For example, a process can
cause page faults even after a mlockall system call has
been issued to make itself memory-resident, because
mlockall returns with only the page tables in the Linux
server updated, but leaving the real ones unchanged.
Page faults to update the real page tables decimate the
assumption that rea-time processes run without
depending on the Linux server.
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With our patches to work around the coherency
problem, interrupt response was measured with heavy
disk /O activity as a background. Including 3 times of
“thread switching” into the real-time thread in the worst
case, the worst latency was measured to be roughly 700
microseconds in 10° times of trials on a Celeron 300
MHz CPU [8]. It dso includes the latency due to
disabling of interrupt by the Linux server. L4-Linux
can be configured so as not to allow the Linux server to
disable interrupts. If this option is enabled and the
number of context switching is reduced, the latency
may be reduced down to around 100 microseconds.

4.3 iocCore on L4-Linux

In order to confirm the ability of the system to run
iocCore, OSl-libraries for L4-Linux were implemented,
though this is not complete. Each of their functions
relies only on L4 system calls to preserve rea-time
responsiveness, as far as it is supposed to be called
constantly from the iocCore threads. Some other
functions that create threads or semaphores issue Linux
system calls for resource allocation at a cost of losing
the responsiveness temporarily, assuming that they are
called only in the initialization sequences of iocCore.
Channel Access- related threads, however, rely on
Linux for TCP/IP socket services, and they work in
much the same way as they do on the standard Linux
kernel. Other than that, iocCore threads can run with
lower predictable latency under L4 kernel control.

5 CONCLUSIONS

Though real-time tasks in the Linux kernel space
can ensure the lowest and most predictable latency,
running iocCore in the Linux kernel is an unfavorable
solution. On the contrary, an improved Linux kernel
gives the highest availability to iocCore, but its
responsiveness essentially remains at a soft real-time
level. If a platform alows threads in user-space to be
dispatched by areal-time kernel, it can provide iocCore
with not only an available basis, but aso predictable
responsiveness. L4-Linux is one of the possible
candidates for this kind of approach.
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Abstract

Using JAVA for process control requires the access
to I/O-Hardware. This problem is addressed in several
ongoing standardisation efforts for Real Time Java. A
spin-off of these standardisation efforts is the Siemens
product JFPC (Java for Process Control), which is
based on the ideas of OPC (OLE for Process Control).
It is available under the proprietary RT kernel RMOS
and under Windows NT. Based on a contract with
Siemens, ZEL - the central electronics facility of
Forschungszentrum Juelich — has implemented JFPC
under Linux. Additionally, several JFPC providers, e.g
for accessing industrial components via PROFIBUS
DP have been implemented.

1 INTRODUCTION

The Java programming language has become
popular also in control applications for physics
experiments, because of its simplified object model, its
safety and its relative platform independence [1].
Forschungszentrum Jiilich uses Java for small control
applications, too. Because of Java's security concepts
and the abstraction from the underlying system,
explicit access to I/O hardware is not supported in a
pure Java environment. The product JFPC (Java for
Process Control) which has been developed by
Siemens for Windows NT and their proprietary real
time kernel RMOS, offers an OPC-like access to
process data. Forschungszentrum Jiilich has done a
port of major parts of JFPC to Linux in order to access
industrial process periphery from an Linux-based Java
application

2 HARDWARE ACCESS VIA JAVA

Explicit hardware access is not supported by the
extensive Java APIs, but it is required in typical
embedded and RT (real time) applications. So several
hardware access APIs have been defined in the
ongoing specification work for RT Java.

Besides the Java standardization in the “Java
Community Process”, which is controlled by SUN,
there is standardization work going on in the J-
Consortium, an independent organization of companies
(HP, Microsoft, Siemens, Aonix, Omron,.....). The
primary goal of the J-Consortium is to promote the
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development of standards for embedded and RT Java
technologies. The J-Consortium was founded to get
independent of SUNSs intellectual property rights and to
achieve a higher degree of openness and vendor-
neutrality.

The outcome of the Java Community Process was a
draft for the “RT Specification for Java” (RTSJ) [2],
published by the “RT for Java Expert Group” as JSR-
000001. RTSJ also defines 1/0O-access according to a
simple flat approach: Typed data can be read/written
by method calls of a RawPhysicalMemory object, by
specifying the offset in the corresponding memory
area.

The RT Java working group of the J-Consortium
produced the standards draft covering the “RT Core”
extensions to Java [3], which provide RT programming
capabilities to the Java platform, as RTSJ does. But
both documents are incompatible.

Because almost all applications in the domain of
industrial automation require some kind of I/O access,
but only some of them have RT requirements, the
necessity for an I/O-Access API also on standard VMs
is obvious. This issue is addressed by a further
standards draft, the RTDA (RT Data Access)
specification [4], produced by the RTDA working
group of J-Consortium. The RTDA specification is
incompatible to “RT Core *“ and RTSJ. Main focus of
RTDA is the I/O-access mechanism, which is much
more elaborate than in RTSJ and in RT Core.
Functionally it corresponds to the approach of the
Siemens product JFPC introduced in the following
section.

3 OVERVIEW OF JFPC

JFPC is a Java class library (with OS-dependant
modules in native code) providing an API for I/O data
access, that is based on the ideas of OPC [5]. Data
access to hardware registers is abstracted by proxy
objects — the so called Items. Items are addressed by
symbolic names, conforming to a URL-like notation,
e.g.. /io/com202 1/slave 27/Bit/inbit 01

This leads to a hierarchical structure of the
namespace, reflecting the logical and physical
architecture of the automation system, e.g. the
existence of subordinate fieldbus systems
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Access to JFPC is done via one central Server
object, and the Items are subordinate objects. Items can
be collected in groups, which contain also schedulable
code (activation routine). Activation of groups can be
done by timers, by interrupts or simply by monitoring
the change of Items. All input Items of a group are read
implicitly before calling the activation routine and all
output Items are written implicitly after termination of
the activation routine, thus implementing a PLC-like
behaviour.

JFPC has a modular design, where the Server relies
on a name service to locate Items and on providers to
access the real hardware. There is a documented
provider interface, enabling the extension of JFPC by
new providers for new hardware components.
Typically, providers consist of a Java part and a native
code part, required to access the real hardware.

One specific provider - the so called “Remote
Provider” implements a proprietary application
protocol above TCP, that allows client/server
configurations of JFPC. So clients can access Items in
the server via the Internet.

Each JFPC-System is configured dynamically during
run time by reading a configuration file defining all
target Items and the required providers with their
associated parameters.

4 IMPLEMENTATION OP JFPC
UNDER LINUX

4.1 General Approach

Forschungszentrum Jiilich has received the complete
source code of JFPC from Siemens. Main task of the
port to Linux is the implementation of the so called
RTS (run time system) provider. It is responsible for
the handling of group activation. Thus it implements
the timer services and the implicit pre-activation read
of Itmes and post-activation write of Items, by calling
optimized native C functions for reading and writing of
items, which are registered at the RTS-Provider.
Additionally specific providers for dedicated hardware
have to be implemented. This includes Java code as
well as native C code. Additionally Linux device
drivers for all boards had to be implemented. We
selected one digital output and and one digital input
board as well as two PROFIBUS DP controllers.

PROFIBUS DP has been selected, because of its
dominating market position. Thus a wide range of
industrial equipment can be connected directly to this
fieldbus and Forschungszentrum Jiilich uses it as the
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common integral path to the world of industrial
automation [6]. Hence evaluation of JFPC in the
context of slow control applications requires the
implementation of JFPC providers for PROFIBUS
DP.

4.2 RTS-Provider

Only the native C code component of the RTS-
Provider has to be changed in order to port it to a
different operating system. The most important
function to be implemented is
Java_DE siemens_ad _jpc_server RtsTimerEvent wai
tTimerEvent((), which starts a timer and waits for its
expiration in a thread context. This is simply mapped
to the nanosleep() call, with additional use of
gettimeofday() in order to reduce the jitter in the case
of cyclic timers. Of course, all the timer control
structures had to be modified in order to include
process id and other additional bookkeeping data. An
alternative approach using Linux interval timers with
setitimer() has not been followed because of the
unclear semantics of signals in a multithreaded
environment.

4.3 Provider for the SMP16-EA216

SMP16-EA216 is digital output board by Siemens
for the SMP (Siemens Microprocessor Periphery) bus.
It has 32 optoisolated digital outputs organized in 4
independant ports. Signaling on the SMP bus is similar
to the ISA bus, and the output ports are mapped by
static configuration into the I/O space of the CPU. A
Linux device driver has been implemented, which
offers dedicated ioct/() calls, that do 8bit and 16bit
write operations on these ports. Outputs are cached
internally by the EA216 and can be read back. An
additional bitmask parameter allows output of
dedicated bits. The I/O base address of the board is an
installation parameter of the device driver, and the
device special name contains consecutive board
numbers generated during installation (ea216 1 for
board 1, etc). Implementation of the JFPC provider
was straight forward, just by mapping the writeltem
method to the appropriate ioctl() call. The URL-like
name of an Item contains the special device file name
as well as the byte or bit address in the range 0.0 to 3.7
(e.g. ..../ea216_1/Bit2.1 or .. /ea261 2/Byte0).

4.4 Provider for the SMP16-EA217

SMP16-EA217 is digital input board by Siemens for
the SMP (Siemens Microprocessor Periphery) bus. It
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has 32 optoisolated digital inputs organized in 4
independant ports. The input ports are mapped by static
configuration into the I/O space of the CPU. A Linux
device driver has been implemented, which offers
dedicated ioctl() calls, that do 8bit and 16bit read
operations on these ports. Implementation of the JFPC
provider was analogous to the EA216, just by mapping
the readltem method to the appropriate ioctl() call.

4.5 Providers for the CPCI-FZJ-DP

CPCI-FZJ-DP is PROFIBUS DP controller in the
CompactPCI formfactor developed by
Forschungszentrum Jillich [6]. It supports only the
cyclic services of PROFIBUS DP. PROFIBUS DP
provides uses a simple programming model, because
process data of slaves is mapped to a DPRAM via
cyclic transfers on the PROFIBUS. An application on
the master just reads and writes this DPRAM,
asynchronously to the operation on the bus. The
position of the process image of each slave in the
DPRAM is determined statically by bus configuration.
So basically a generic PROFIBUS DP provider has
nothing else to do than to read and to write data in the
DPRAM, by specifying the following parameters:
PROFIBUS address of the slave, the length of the
data, the relative start address of the data in the process
image of the individual slave and a flag indicating
input or output. An additional issue for JFPC is the
interpretation of the data, because Java is strictly typed,
and the representation of the above mentioned
parameters in the JFPC configuration file

A possible approach for the implementation of
providers would follow a hierarchical structure, with
one provider for PROFIBUS DP, one provider for each
type of slave, and additional providers for submodules
in the case of modular slaves. We didn’t choose this
approach, because different slaves, even modular
slaves, don’t differ in their access mechanism, but only
in the interpretation of data. So we chose a flat
approach with different providers according to the
interpretation of data and implemented the following
four providers:

e Bit-Provider: generic provider for digital I/Os

e Word-Provider: generic provider for analog

1/Os

e Provider for the

controller ISTEP

e Provider for Heidenhain encoders

All providers share a common native code part for
accessing process data in the DPRAM. The Java code

Siemens stepper motor
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is device-specific, e.g, does scaling and format
conversion in the case of the Word-Provider.

4.6 Provider for the CPCI-COM202

CPCI-COM202 is a PROFIBUS DP controller for
CompactPCI, developed by Siemens. It supports not
only the cyclic Services of DP but also DPVI1 and
DPV2 (isochronous PROFIBUS). The existing
Windows NT driver of Siemens basically gives access
to the DPRAM of the board. We implemented a device
driver for Linux, that maps this functionality to
appropriate ioctl() calls. Above the driver we
implemented a library supporting the cyclic services of
PROFIBUS DP, which was almost identical to the
corresponding library for CPCI-FZJ-DP. Thus the
corresponding Provider could be reused.

FUTURE WORK

The JFPC port to Linux is still not completely stable.
As soon as this problem is solved, performance
analysis of the final system will be done. Also the jitter
in group activations controlled by a interval timer will
be analyzed. For the examination of RT behaviour, the
implementation of JFPC under LynxOS, using HPs
ChaiVM, is planned.
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Abstract

The Advanced Photon Source (APS) was
commissioned in 1995 as a third-generation x-ray user
facility. At that time orbit control was performed
exclusively with broadband rf beam position monitors
(BPMs). Since then, emphasis has been placed on
incorporating x-ray beam position monitors into the orbit
control algorithms.  This has resulted in an order of
magnitude improvement in long-term beam stability
vertically, using x-ray BPMs (X-BPMs) on bending
magnet beamlines. Additional processing will alow
similar improvements horizontally, once systematic
effects associated with variable insertion device (ID) x-
ray beams are properly compensated. Progress to date
and upgrade plans will be presented, with an emphasis on
the details of the required digital signal processing.

1INTRODUCTION

The APSis an x-ray synchrotron radiation user facility
based on a 7-GeV electron storage ring.  Highly
collimated synchrotron radiation x-rays are emitted from
the electron beam as it traverses bending magnet and IDs.
A primary performance measure is the allowable amount
of particle beam motion (and thus x-ray beam motion).

Table 1. APS Beam Stability Specification
Horizontal Vertical
(rms) (rms)
Initial Design Values 17 microns 4.5 microns
Low Emittance/ 12.6 microns/ | 0.59 microns/
1% Coupling Values 900 nanorad. 120 nanorad.

Shown in Table 1 are beam stability specifications for
the APS. As originadly stated in the APS initia design
circa 1991, they are incomplete insofar as no explicit
angular pointing stability specification is given. Further,
both the initial values and the present low-emittance
values are incomplete since no frequency band or time
scaleisindicated. The low-emittance mode of operation
has smaller horizontal and vertical particle beam sizesin
comparison to the initial design. The values in Table 1
are generally understood to apply to frequencies up to 30
Hz and down as low as reasonably achievable. Typicaly,
APS users are most interested in beam position drifts
over minutes to hours, fill-to-fill reproducibility (24
hours), and run-to-run reproducibility (months). To get
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an idea of scale, 100 nanoradians is the angle subtended
by an object 1 mm high, observed from a distance of 10
kilometers.

2 SYSTEM DESCRIPTION

Excellent descriptions of the APS orbit correction
systems are available in the literature [1,2,3,4]. Key
elements include 360 broadband rf BPMss, 48 narrowband
rf BPMs, 38 bending magnet x-ray BPMs and 48 ID x-
ray BPMs. Data from these monitors is used to control
up to 317 combined-function horizontal/ vertical
corrector magnets. Of the 317 correctors, 38 are mounted
on thin-walled vacuum spool pieces alowing, in
principle, correction bandwidth up to 200 Hz. The
balance of the correctors is otherwise identical, but
mounted around the standard thick-walled auminum
vacuum chamber. Eddy currents in the aluminum limit
their bandwidth to less than 10 Hz.

X-ray BPMs are constructed of metallized, chemical-
vapor-deposited (CVD) diamond wafers placed edge on
to the x-ray beam [5]. Photocurrents are measured for
blades placed above and below the beam for bending
magnet beams and arrayed symmetrically in sets of four
for collimated ID beams (Figure 1).

Upstream X-BPM {P1})
~— 4.65 mm

Downstream X-BPM (P2)

A B A
- l 4.50 mm -
C D B

Figure 1. APS insertion device X-BPM geometry.

A pair of x-ray BPMs is mounted just inside the
accelerator enclosure in each beamline “front end,”
connecting the accelerator vacuum to the beamline
located outside of the enclosure, on the experiment hall
floor. Each x-ray BPM is mounted on an X-Y trandation
stage with resolution better than 1 micron and better than
10-micron reproducibility.  Software that uses these
trandation stages for convenient device calibration is in
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place. Two portable trandation stage |OC crates have
been developed for periodic calibrations and
maintenance. Data acquisition for the x-ray BPM
photocurrent signals has recently been completed for all
installed units [1].

Data acquisition for the broadband rf BPM s takes place
in customized VXI modules with simple boxcar
averagers generating EPICS process variable (PV)
values. A separate fiber optic communications link
provides data to the real-time feedback system residing in
a nearby VME input/output controller (I0OC) crate (21
total). For the narrowband rf and x-ray BPMs, a
dedicated 32-channel, 16-bit analog-to-digital converter
(ADC) resides in the loca real-time feedback 10C crate.
Also included in the real-time feedback crates are two
Pentek 4284 digital signal processing (DSP) modules, one
Pentek 4283 DSP, a VMIC 5588 reflective memory
module to provide real-time data transfer between crates,
a 12-bit ADC for tracking auxiliary BPM status
information, and an MVME 167 10C module using a
Motorola 68040 central processing unit (CPU). Also
included is a power supply interface module for the real-
time system.

Two of the DSPs in each real-time feedback crate
perform the matrix multiplication operations connecting
up to 160 broadband rf BPM readbacks to two local
corrector power supplies, one horizontal and one vertical,
a a 1.5kHz rate. The third DSP is dedicated to
processing data from the 16-bit ADC. Functions include
digital filtering of position signals from the narrow-band
rf BPMs, and computation and filtering of position
signals from raw x-ray BPM blade photocurrent signals.
Datais transferred to the vertical real-time feedback DSP
and broadcast around the facility through the reflective
memory network. This same data is deposited in dual-
port RAM for transfer to the EPICS 10C module.
Further filtering is performed in the |OC to provide pretty
well de-aliased, approximately 1-Hz bandwidth signals as
EPICS process variables.

A total of 21 real-time feedback 10C crates are |ocated
around the APS storage ring circumference, al connected
by the reflective memory network (Figure 2). Each of 20
“dave’ crates provides coverage for two APS sectors.
The twenty-first crate has additional processing and
provides supervisory and diagnostic support, including a
forty-channel virtual oscilloscope, which can monitor any
of the signals accessible on the reflective memory. This
crate also provides process variables indicating total rms
beam moation averaged over a maximum of 80 locations.
These values are logged every 60 seconds and can be
compared to the values in Table 1 to verify compliance
with beam stability requirements.

A twenty-second crate has recently been added to the
reflective memory network, known as the “data pool”
IOC. Its purpose is ultimately to replace the “DC” orbit
correction software that presently runs at the workstation
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level with a 2.5-second update rate. The red-time
feedback system is limited in flexibility owing to the 160
by 38 feedback matrix size, and therefore explicitly
avoids correcting DC orbit motion by using a 0.1-Hz
high-pass filter. The workstation-based software in
principle corrects everything up to this 0.1-Hz frequency,
but in practice, a “dead band” at 0.1 Hz is seen. Thisis
very unfortunate, since transient effects caused, for
example, by ID gap closures, can persist for tens of
seconds and have tens of microns in amplitude. The
transients have been reduced somewhat by sending
information from the DC agorithm to the rea-time
system [6].

Double-Sector Feedback 10C

Turn-by-tum
f BPMs

Data Pool Crate

Corrector
Power
: Supplies

Feedback 'Slave’

Narrow-bangwidth
Station [ rf BPMs

te-ee XrayBPMs

% from previous
station

to next
station

Reflective Memory Network

Controls Network

Figure 2. Layout of real-time feedback systems.

To remove the source of the transient, an ID gap
feedforward solution for this has been tested using the
workstation-based software. Unfortunately, because the
convergence time is so dow, the generation of the
feedforward lookup tables is extremely time consuming
in addition to being subject to longer time scae
systematic errors. By pooling all BPM data in a single
IOC and running the present workstation-based software
on that IOC, we hope to be able to speed up the DC orhit
correction algorithm from 0.4 Hz to 50 or even 100 Hz.
Feedforward algorithms need not run on this 10OC,
however the elimination of the 0.1-Hz dead band is
essential to the determination of lookup tables for the
dozens of IDsinstalled in the APS accel erator enclosure.

3 PERFORMANCE

As with any system of this complexity, performance is
controlled to a large extent by the system configuration.
A Tcl application is provided for this purpose, written by
the APS operations analysis group [7]. This tool alows
for the selection of arbitrary BPMs, correctors, and BPM
weights, and allows for different accelerator
configurations (e.g., low emittance vs. standard
quadrupole and sextupole magnet settings). The tool uses
a singular value decomposition algorithm to invert the
BPM/corrector response matrix (if possible), giving the
option of limiting the number of eigenvalues. Once an
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inverse response matrix (IRM) is available, a separate
workstation-based Tcl application called controllaw uses
the IRM to perform the actual orbit correction. Options
like update rate, gain, despiking, etc. are available with
this application at run time.

Typical “flavors’ of orbit correction can roughly be
categorized as being either global or local. Loca
correction typicaly involves a high density of steering
correctors straddling an x-ray source point, alowing
independent control of displacement and angle, without
interfering with the steering of nearby beamlines. While
allowing a high degree of flexibility, local steering has
the disadvantage of requiring relatively large corrector
changes (Amps) for each unit of steering (microns or
microradians). During normal operation, local steeringis
generaly only performed on demand from a particular
beamline.

For standard operation, once local beamline steering is
complete, a “global” algorithm using many more BPMs
than correctorsis used. This has the advantage of alarge
corrector “lever arm,” in addition to being relatively
insensitive to systematic errors affecting any individual
BPM. In effect, a smooth curve is arrived at providing
the best fit to the available BPM data. At the APS
generaly two correctors are used in each of the forty
sectors.  For the horizontal plane, only rf BPMs are
presently in use (ID x-ray BPMs await the availability of
the data pool 10C and feedforward). As many BPMs as
possible are used. In the vertical plane, the broadband rf
BPMs exhibit a hypersensitivity to bunch fill pattern [8]
and are not used during top-up operation (injection every
two minutes with shutters open). Use of the narrow-band
rf BPMs and bending magnet x-ray BPMs together with
two correctors per sector performs very well for the
vertical plane.

Studies were performed using the bending magnet
BPMs in a “local” configuration during user beam
operation. For the bending magnet beamline in question,
only one of the two available x-ray BPMs ws included in
the algorithm, with an increased BPM weight in the
matrix. The second unit, not included, was used to
monitor the performance independently. In this case,
stability was limited by the performance of the broadband
rf BPMss straddling the source point, but was improved by
an order of magnitude in comparison to operation without
x-ray BPMs,

Using the “global” vertical corrector configuration
(with as few broadband rf BPMs as possible) has allowed
what is most likely the first true submicron beam
stabilization with duration of more than five days.
Shown in Figure 3 are data collected over a six-day
period from two x-ray BPMs installed in an APS bending
magnet beamline front end. Shown on the horizontal axis
is the average of the two monitor readbacks, while the
vertical axis shows the readback difference divided by
longitudinal separation between the two units. Thus the
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vertical axis gives the x-ray beam’s pointing angle in the
vertical plane. Figure 3 is therefore a phase-space
representation of beam stability in the frequency band
extending from a fraction of a Hz down &l the way to a
five-day period. Admittedly, the horizontal axis is
artificially small; after al, in this case both units were
included in the orbit correction algorithm so it is not
surprising that a small spread, less than half a micron
rms, is observed. Even if one unit were to have
systematic errors, the algorithm would simply track them
in such a way as to minimize the average of the two
units' readbacks. What is compelling, however, is that
the rms vertical pointing angle over this five-day period
(each day is represented by a different color dot) is 180
nanoradians. Thus, at a distance of 50 meters from the
source, down aong the x-ray beamline, the beam spot
was stable to better than 10 microns rms over this five-
day period. Thisis pretty darn good; | ventureto say it is
the best in the world.
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Figure 3. Phase-space representation of APS vertica
beam position stability over a five-day period. Different
colors correspond to separate days.

4 UPGRADE PLANS

While performance to date has been excellent in some
areas, much remains to be done. Elimination of the
0.1-Hz system dead band described above will take the
highest priority. Implementation of the 100-Hz data pool
IOC for this purpose will dlow further essentia
upgrades.

A magjor effort has been ongoing for the past two years
to realign accelerator girders in order to reduce
systematic errors in the ID x-ray BPMs associated with
stray  synchrotron radiation impinging on the
photosensitive blades [9]. While this effort has done
much to reduce background signals by a factor of
between three and ten, it is clear that significant ID gap-
dependent systematic errors remain, on the order of tens
of microns. Research toward feedforward algorithms is
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promising, whereby a process monitors 1D gaps and
writes corrections to local steering correctors asthe gap is
changed in such a way as to reduce any residual steering
error caused by the ID. In addition, this same process, or
one like it, could make position offset corrections to the
ID x-ray BPMs for that beamline, providing position
readbacks that are relatively gap-independent.  For this
purpose, insertion device gap information will be placed
on the reflective memory network, alowing real-time
access by e.g., the new data pool 10C.

The present limitation on feedforward is the fact that in
order to generate look up tables, one must carefully scan
each of the over 22 IDs in series, with orbit correction
running. Early tests show that, using existing algorithms,
fully one hour of machine studies time is required for
each ID, with only modest improvement, a factor of
approximately three. By using the data pool, collection
of feedforward data should take no longer than the time
to configure the system and close the gap — one minute
vs. one hour. Further, systematic drifts that creep in
during the very slow measurement will be much reduced.

The real-time (1.5-kHz update rate) feedback system
was completed by 1998 in its present incarnation [4]. It
uses only the broadband rf BPMs to reduce beam noisein
the band from 0.1 to 30 Hz. While new narrow-band and
x-ray BPMs have become available since that time, they
have been used exclusively for DC orbit control, running
on a workstation in the main control room. This
circumstance has mainly arisen from alimit in the area of
applications programming. While narrow-band and x-ray
BPM data are available to the 1.5-kHz system, the
emphasis has been put on DC orbit control, which has
been a difficult and high-priority challenge. Once the
insertion device x-ray BPMs have been comfortably
integrated into DC orbit control, including the new data
pool 10C, attention will turn back to the 1.5-kHz real-
time system. At present, orbit stability in the 0.1- to
30-Hz band is sitting around 1.3 microns rms vertically
and 2.0 microns horizontally. As can be seen from
Table1, additiona work in the real-time system is
required if true submicron stability is to be realized. A
long-range god is to integrate all available BPM data (rf
and x-ray) into the fast feedback algorithm.

5 CONCLUSIONS

Orbit correction technology at the APS is at a very
advanced stage with the advent of new x-ray BPM data
acquisition and processing. Long-term vertical pointing
stability has been improved to better than 100
nanoradians rms for times scales from 10 seconds to 24
hours. Inclusion of al rf and x-ray BPM data on the
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reflective memory network will alow two orders of
magnitude increase in the DC feedback update rate. This,
in turn, will make possible feedforward algorithms to
further eliminate beam motion transients induced by
insertion device gap changes.
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Abstract

The National Ignition Facility (NIF) requires that
pulses from each of the 192 laser beams be positioned
on target with an accuracy of 50 um rms. Beam quality
must be sufficient to focus a total of 1.8 MJ of 0.351-
pm light into a 600-um-diameter volume. An optimally
flat beam wavefront can achieve this pointing and
focusing accuracy. The control system corrects
wavefront aberrations by performing closed-loop
compensation during laser alignment to correct for gas
density variations. Static compensation of flashlamp-
induced thermal distortion is established just prior to
the laser shot. The control system compensates each
laser beam at 10 Hz by measuring the wavefront with a
77-lendet Hartmann sensor and applying corrections
with a 39-actuator deformable mirror. The distributed
architecture utilizes SPARC AXi computers running
Solaris to perform real-time image processing of sensor
data and PowerPC-based computers running VxWorks
to compute mirror commands. A single pair of SPARC
and PowerPC processors accomplishes wavefront
control for agroup of eight beams. The software design
uses proven adaptive optic control algorithms that are
implemented in a multi-tasking environment to
economically control the beam wavefronts in parallel.
Prototype tests have achieved a closed-loop residual
error of 0.03 wavesrms.

1INTRODUCTION

A primary requirement for NIF is that each beam
shall deliver its design energy into a 600-pum hohlraum
ICF target. The total design energy for 192 beamsis 1.8
megajoules. A goal for the system is that 50% of the
design energy should be contained within a 100-pum
focal spot at the target plane. This is about twice the
diffraction-limited 80% energy spot size.

To meet the spot size requirement and goal, NIF
subsystems are designed to limit wavefront aberrations.
Optics have stringent specifications for rms surface
gradient, power spectral density and surface roughness.
Stringent specifications are also maintained for optical
component mounting. NIF systems are designed to
mitigate the effects of temperature and humidity
variations and vibrations. An active alignment system
is employed to point the beams accurately into the
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target. Even with these efforts to control wavefront
aberrations, the spot size requirement and goa could
not be met without awavefront control system.

2WAVEFRONT SYSTEM DESIGN

A block diagram of the NIF main laser optical
system is shown in Figure 1, with the NIF Wavefront
Control System components highlighted. The path of
the NIF beam is first summarized and then the
wavefront control functions applied to the NIF beam
(or the wavefront control beam surrogate) are
described.

The NIF preamplifier beam (1.053-um wavelength,
called 1w) enters the main laser chain near the focus of
the transport spatial filters (TSF), directed away from
the target. The beam exits the filter collimated and
passes through the booster amplifier heading toward the
laser main amplifier cavity. A Pockels cdll is set to
allow the beam to enter the cavity, where it makes four
passes through the main amplifier before the Pockels
cell is switched to alow the beam to exit. The beam
then exits the cavity, passes through the booster
amplifier and the TSF, and heads towards the target
chamber. The beam is frequency-converted to 351-nm
wavelength, (called 3w) at the target chamber.

Wavefront control functions are implemented as
follows. Between shots, a continuous wave probe beam
is co-aligned with the NIF beam prior to injection into
the main laser. The probe beam follows the NIF beam
path. A 39-actuator large-aperture deformable mirror
(DM) operates at the far end of the laser cavity where
the beam bounces twice. This two-bounce
configuration doubles the effective stroke of the DM.
At the TSF output, a tilted sampling surface reflects a
small fraction of the probe beam towards a pick-off
mirror near the TSF focus that sends the sampled beam
through relays to the output sensor. Within the output
sensor, a 77-lendet Hartmann sensor measures the
wavefront. The Hartmann sensor’s video output is read
by a framegrabber in the Wavefront Control System’s
Hartmann front-end processor (FEP). The Hartmann
processor FEP transmits measured wavefront data to
the mirror control FEP, which calculates the surface
displacements to be applied to the DM to correct the
wavefront aberrations in the beam.
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Figure 1: Block diagram of the NIF main laser optical system.

2.1 Wavefront System Requirements

There are several functions that the wavefront
system should perform. Required functions are to: (1)
control the 1w output wavefront (including pointing) of
each beam in the time immediately preceding a laser
system shot, (2) apply compensation for previousy
measured pump-induced wavefront distortion, (3)
measure beam output wavefront during a laser system
shot, and (4) control the output wavefront (excluding
pointing) during routine system operations between
shots.

Other factors that influence the Wavefront control
system requirements are expected system cost, and
experience with Beamlet, the single-beam NIF
prototype laser. The wavefront control system
requirements are shown in Table 1. The initial design
has met most requirements with the exception of
closed-loop bandwidth. The bandwidth is processor-
limited, and it is expected that by the time NIF is
implemented, faster processors will be available to help
meet this requirement without major changes to the
software or design architecture.

3 SYSTEM CALIBRATION AND
OPERATION

3.1 Control System Calibration

The wavefront measuring system is calibrated by
inserting a wavefront reference fiber at the focal point
of the TSF. Since the fiber light source is smaller than
the TSF focal spot, the spot pattern at the Hartmann
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sensor when viewing the fiber reference beam is the
same as the pattern the sensor would see when viewing
the probe beam, if the beam and all upstream system
components had diffraction-limited performance. The
aberrations (imperfections in the separations of the
lendet array focal points) that are seen with the
reference source inserted are due to the aberrations in
the measuring system (sampling surface, relay optics,
output sensor optics, and the sensor itself). By
designing the control system to use the sensor focal
spot image of the wavefront reference as the target
wavefront to which the system wavefront is controlled,
the system is being forced to generate, as closely asit is
able, a perfect focal spot in the TSF. This also implies
that all aberrations in al the optics beyond the TSF
focus, including the TSF output lens, are uncorrected
by the baseline wavefront control system.

Table 1: NIF Wavefront Control System Requirements

Requirement Value

Maximum residual low 20 pradians

freguency spatia angle

Maximum open-loop time 1 second

before a shot

Minimum closed-loop 1Hz

bandwidth (0.5Hz
demonstrated)

Compensation range for 15wavesat 1w

simple curvature (double-
pass reflected wavefront)

Order of aberrations 4" order

corrected

Measurement accuracy at 1w | 0.1 waves

Lendlet spacing *1/2 of demagnified
actuator spacing
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Next, the wavefront reference source is replaced by
the probe beam, and the wavefront control system is
calibrated by an online procedure. Each of the 39
actuators is individually poked and pulled relative to
the best-flat starting point. The offset for each
Hartmann spot is thus related to the displacement of
each actuator. From this information, a gain matrix
relating actuator movement to Hartmann sensor focal
spot movement is derived.

3.2 Nominal Closed-Loop Operation

Once the calibrations are complete, the loop is closed
wherein the measured Hartmann offsets from the
reference positions are multiplied by the gain matrix,
yielding the actuator offsets to control the mirror to flat
(with appropriate loop gain for stability). This is the
configuration used during pre-shot alignment. After
alignment is compl ete and the shot sequence has begun,
an additional Hartmann offset file is subtracted from
the wavefront sensor data prior to being applied to the
gain matrix. These additional offsets represent the
uncorrected  prompt  pump-induced  wavefront
aberrations measured from a previous shot. By
subtracting out these offsets, we are setting the
wavefront to the conjugate of the expected prompt
aberration of the upcoming shot. Thus, at shot time, the
wavefront isflat.

The control system operates with a closed-loop
bandwidth of up to 0.5 Hz. To achieve this, the
wavefront sensor isread at a 10 Hz rate (with a goa of
30 Hz). The sensor is read in standard RS-170 video,
which is captured by a DataCell Snapper 24
framegrabber. The digitized image is fed into a
SPARCengine Axi computer that calculates centroids
for al 77 lendet spots. This information is sent via a
dedicated ethernet line to the Motorola MVME 2306
controller that calculates the offsets of the spots from
their reference positions. These offset data are input to
the mirror control law, which calculates the required
DM actuator displacements. Each Hartmann processor
serves eight beams, and each mirror control processor
serves four DMs. Each mirror control chassis contains
two mirror control processors.

4 SOFTWARE DESIGN

The NIF wavefront control system software was
designed using an object-oriented approach. The NIF
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facility is expected to be in operation for 30 years, and
it is reasonable to expect to make software or hardware
changes over that time. By using modular hardware and
software architecture, the system maintainability is
improved significantly.

The object structure of the wavefront control system
essentially conforms to the generalized hardware
interfaces (e.g. digital to analog conversion, network
communication, image frame grabbing) and major
sensing and control activities (spot tracking, display
building, and control law processing) that take place.
Abstract interface layers are used to minimize the
effect on software of prospective hardware changes.
This approach allows us to create as many beams per
processor as the central processing unit hardware and
memory will allow.

The real-time tasking design of the wavefront control
software is basically interrupt-driven. The interrupt
source is the video sync signal contained in the
Hartmann sensor composite video captured by the
framegrabber. Completion of this and each successive
task (spot tracking, display building, spot data
transmission) sends a signal to start the next successive
task. Similarly, the mirror control processor waits for
spot centroid data to arrive and processes it in a sensor
task (which reads the data and subtracts the reference
spot positions to produce the wavefront error), then the
mirror task is signaled to use the wavefront error to
compute the mirror control command.

SRESULTS

In tests with the LLNL wavefront interferometry lab,
the wavefront control system has achieved 30 Hz
operation for one beam and a residual error of 0.03
waves rms when controlling the wavefront to a
reference measured from an optical reference flat.
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Abstract

Interferometric gravitational wave antennas are based on
Michelson interferometers whose sensitivity to small dif-
ferential length changes has been enhanced by adding mul-
tiple coupled optical resonators. The use of optical cavities
is essential for reaching the required sensitivity, but sets
challenges for the control system which must maintain the
cavities near resonance. The goal for the strain sensitivity
of the Laser Interferometer Gravitational-wave Observatory
(L1GO) is 10~2! rms, integrated over a 100 Hz bandwidth
centered at 150 Hz. We present the major design features of
the LIGO length and frequency sensing and control system
which will hold the differential length to within 5 x 10~ m
of the operating point. We also highlight the restrictions
imposed by couplings of noise into the gravitational wave
readout signal and the required immunity against them.

1 INTRODUCTION

The interferometric gravitational wave detectors currently
under construction by LIGO [1], VIRGO [2], GEO [3] and
TAMA [4] are expected to reach strain sensitivity levels of
~10722/\/Hz at 150 Hz over baselines of several hundred
meters up to several kilometers [5]. To achieve this sen-
sitivity all of these interferometers implement a Michelson
laser interferometer enhanced by multiple coupled optical
resonators [6, 7].

LIGO implements a power-recycled Michelson interfer-
ometer with Fabry-Perot arm cavities (see Fig. 1). Using
optical cavities is essential in reaching the ultimate sensitiv-
ity goal but it requires an active electronic feedback system
to keep them “on resonance”. The control system must
keep the round-trip length of a cavity near an integer mul-
tiple of the laser wavelength so that light newly introduced
into the cavity interferes constructively with light from pre-

*Work supported by National Science Foundation cooperative agree-
ment PHY-9210038

vious round-trips. Under these conditions the light inside
the cavity builds up and the cavity is said to be on reso-
nance [8]. Attaining high power buildup in the arm cavities
also requires that minimal light is allowed to leave the sys-
tem through the antisymmetric port, so that all the light is
sent back in the direction of the laser where it is reflected
back into the system by the power recycling mirror. Hence,
an additional feedback loop is needed to control the Michel-
son phase so that the antisymmetric port is set on a dark
fringe.

2 ENVIRONMENTAL INFLUENCES

It is important to distinguish low (< 50 Hz) and high fre-
quency behaviour of the instrument. The low frequency
region is typically dominated by environmental influences
many orders of magnitude larger than the designed sensitiv-
ity and in many cases also many orders of magnitude larger
than what can be tolerated for stable operations. Itisthe high
frequency regime which yields good sensitivity and which
is used for detecting gravitational waves. To suppress low
frequency disturbances many active feedback control sys-
tems are needed to compensate 4 longitudinal [9] and 14
angular [10] degrees-of-freedom in the main interferome-
ter alone. Additional feedback compensation networks are
needed to locally damp the suspended mirrors (13 x 4 dofs),
to control the mode cleaner (5 dofs) and to control the laser
(2 dofs).

For example, seismic motion of the ground [13] is many
orders of magnitude larger than the required gravitational
wave sensitivity. In LIGO a multi-stage passive seismic
isolation stack [11] together with a single-stage pendulum
suspension system [12] is used to isolate the optical com-
ponents from ground vibrations. This system works well
for frequencies above ~ 10 Hz, but gives no suppression at
frequencies of a Hz and below.
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Figure 1: Schematic view of the optical path in LIGO. The light of a frequency stabilized Nd: YAG laser is passed through
a triangular mode cleaner cavity before it is launched into a Michelson interferometer. To stabilize the laser frequency
a small fraction of the light is sampled, doubly passed through an acousto-optic modulator (AOM) which serves as a
frequency shifter, passed through a Pockels cell and sent to a reference cavity. Using a polarizing beamsplitter (PBS) and
quarter-wave plate (A\/4) the light reflected from the reference cavity is measured by a photodetector to obtain the error
signal, S;e¢, Which in turn is used to adjust the laser frequency. The main laser light is passed through a pre-modecleaner
(not shown) and two Pockels cells which impose the phase-modulated rf sidebands used to lock the mode cleaner and
the Michelson interferometer. The mode cleaner locking signal, Syic, is measured by a photodetector in reflection of the
mode cleaner cavity. The light which passes through the mode cleaner is sent through a Faraday isolator (FI) which also
serves the purpose—together with a polarizer (P)—to separate out the reflected light signal, S;.q. The main interferometer
consists of a beamsplitter (BS), two arm cavities each of them formed by an input test mass (ITM) and an end test mass
(ETM), and the power recycling mirror (PRM). Additional locking signals are obtained at the antisymmetric port, Sq4;,

and by sampling a small amount of light from inside the power recycling cavity, Spy..

3 FEEDBACK COMPENSATION
NETWORK

In order to implement feedback each degree-of-freedom
which is under control of the compensation network has to
be measurable. LIGO implements the Pound-Drever-Hall
reflection locking technique [14] to keep cavities on reso-
nance and a variant of this technique is used to control the
angular degrees-of-freedom [15]. These techniques work
well near resonance where they behave linearly but have a
strong non-linear behaviour far way from resonance giving
no or misleading signals. The first step of engaging the
feedback compensation network is to catch the system on
resonance with a highly sophisticated computer code [16]
running on a digital control system.

A schematic view of the length control system for the
common mode degrees-of-freedom is shown in Fig. 2. The
signal S..q measuring the common arm length of the inter-
ferometer is fed back to a combination of test masses, mode
cleaner length and laser frequency to achieve the required

laser frequency noise suppression of < 10~Hz/+/Hz in
the frequency band of interest. To maintain maximum opti-
cal power in the system—and thus maximum signal to shot
noise ratio—the control system must hold the common cav-
ity length within < 2 x 10~'2 m rms of its resonance point.
A similar but less complicated system is deployed to control
the differential degrees-of-freedom. Their the differential
arm cavity length has to be held within < 5 x 10~'* m rms
of its operating point to not pollute the gravitational wave
signal with laser frequency noise.

4 CONCLUSIONS

So far LIGO has successfully demonstrated that the inter-
ferometer can be locked and kept on resonance for hours.
The main goal in the near term is to improve the sensitivity
which is still many orders of magnitude away from design,
to engage the remaining feedback control paths and to fine-
tune servo parameters.
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Figure 2: Common mode control system. The mode cleaner
error signal, Syic, is split into two paths: the mode cleaner
length path (1) feeding back to the position of amode cleaner
mirror, Lysc, and the laser path (2) feeding back to the
laser frequency, fiaser, Using the VCO/AOM. The in-phase
reflection signal, S..a, of the interferometer (ifo) is split
into four paths: the arm cavity path (3) feeding back to
the common arm cavity mirror positions, L., the additive
offset (ao) path (4) feeding back to the error point of the
mode cleaner control system, the mode cleaner length offset
path (5) feeding back to the mode cleaner mirror position,
L‘I’VJ;SC, and the tidal path (6) feeding back to the reference
cavity length, L., using the thermal actuator. The in-phase
signal at the power recycling cavity port, Sy, is mostly
sensitive to the power recycling cavity length, I, and is feed
back to the recycling mirror position (7). The numbers in
the feedback paths indicate unity gain frequencies in hertz.
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A DISTRIBUTED FEEDBACK SYSTEM FOR RAPID STABILIZATION OF
ARBITRARY PROCESSVARIABLES

B. Bevinsand A. Hofler, Jefferson Lab, Newport News, VA 23606, USA

Abstract

In large process control systems it frequently becomes
desirable to establish feedback relationships that were not
anticipated during the design phase of the project. The
“Generic Lock” architecture discussed in this paper
makes it possible for system operators to implement new
feedback loops between arbitrary process variables
quickly and with no disturbance to the underlying control
system. Any available process variables may be selected
for the input and output of the loops so created,
regardless of their physical or logical separation. The
system allows multiple user interface points distributed
through the control system while ensuring consistency
among the feedback loops. This system can be used to
quickly prototype and test new control philosophies or to
control temporary hardware arrangements without any
new software development. It is implemented at the
Thomas Jefferson National Accelerator Facility using the
Common Device (CDEV) [1] framework on top of the
Experimental Physics and Industrial Control System
(EPICS) [2]. This paper discusses the architecture,
implementation, and early usage of the system

1 INTRODUCTION

One of the fundamental entities in any digital process
control system is the discrete closed-loop feedback
controller. Though many such controllers are typically
designed into a large system, it is difficult to anticipate
al possible useful feedback relationships. Hardware
details, operating modes, and even control philosophies
may evolve over time to meet changing needs. Control
systems must have the flexibility to evolve with them.

A Generic Lock Server has been developed at
Jefferson Lab that enables on the fly creation and
configuration of feedback loops using any available
control system 1/O signals. With this system, feedback
loops can be created as prototypes for new control ideas
or to satisfy temporary operational requirements with
absolutely no disruption of the existing control system
and no new programming effort required. It builds upon
previous work at the lab in software server based process
control [3]. At present only single-input, single-output
(SISO) loops are available, but multiple-input, multiple-
output (MIMO) loops will be added in the near future.

2 DESIGN

2.1 Background

The control system software for the CEBAF
accelerator at Jefferson Lab is implemented in two
layers. EPICS databases running on the input/output
controllers (10C’s) and programs running on Unix hosts
that communicate with the 10C’'s by Channel Access
(CA). Among the latter are programs that implement
feedback loops to stabilize various machine parameters
against disturbances at < 1Hz [4]. They are referred to as
“Slow Locks” to distinguish them from the Fast
Feedback System, which uses dedicated hardware to
achieve much faster sampling rates [5]. They come in
various distinct flavors: orbit locks, energy locks, current
locks, and helicity-correlated asymmetry locks. Some
calculate their feedback gains with data from on-line
accelerator model servers. Others empirically measure
their response functions during an explicit calibration
step [6]. Still others use operator-entered gains that have
been calculated off-line or optimized interactively.
Though they share some code, each lock type existsin its
own dedicated server with its own GUI. Adding new lock
types has been difficult and time consuming.

2.2 The Generic Lock Server

An effort is now underway to unify the various lock
types into a common architecture that will be more easily
maintainable and extensible. The first fruit of this effort
is the Generic Lock Server. This server can host multiple
lock types simultaneously and allows the interactive
creation and destruction of new locks at runtime. It stores
configuration information in a human readable Extensible
Markup Language (XML) file. The Generic Lock Server
presently handles a new class of general purpose
Proportional, Integral, Derivative controller (PID) locks
aswell as the specialized current and asymmetry locks.

2.3 The PID Locks

The functionality of the PID locks is derived from the
EPICS CPID record, extended to allow both the input and
output signals to be arbitrarily specified at runtime. Any
variable in the control system accessible through CDEV

" Work supported by the U. S. Department of Energy, contract DE-AC05-84-ER40150
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can be used. This includes all CA signals as well as
signals from other CDEV servers, including model
servers and other locks.

A GUI alows users to control all the PID locks and
create new ones from anywhere on the network. Once a
new lock has been created, the user enters names for
input and output of the feedback loop, PID gain
parameters, and output signal limits. The lock can then be
activated.

3 IMPLEMENTATION

3.1 Server Architecture

The lock server programs are implemented in C++ as
CDEV Generic Servers [7] where each lock is a virtual
device that exposes a set of virtual attributes containing
the lock’s operating parameters. The Generic Lock
Server uses this same setup, but takes advantage of more
recent developments in C++. It uses the containers and
strings of the C++ standard library (formerly the standard
template library) to avoid memory management issues.
This has resulted in a very robust product being
developed in much less time that would otherwise be
possible.

Figure 1 shows the relationships among the main
classes used by the Generic Lock Server. In order to

cdevGenericServer

AN
Lock [€---- LockServer [ —1

ZS N J :

PIDLock N v/ |
N ConfigParser |

CurrentLock \ T |
AN \VA I

AsymmetryLock |- LockFactory (€'

Figure 1. Simplified Lock Server Class Diagram

minimize coupling among the components, the
LockServer engine uses a LockFactory class to construct
locks of various types. The abstract Lock class maintains
a private list of al the locks that have been instantiated
and controls access to them. Each derived lock type
registers itself with the factory at initialization. All that is
necessary to add a new lock type is to relink the server
with the new object file for the lock type. The
ConfigParser and LockFactory classes are singletons.

3.2 Configuration Files

The XML configuration file is both parsed and written
using the “non-commercia” Qt/X11 toolkit from
Trolltech [8]. The Qt XML Document Object Model
(DOM) interface is encapsulated in the ConfigParser
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class used by the LockServer. A partiad XML
configuration fileis shown below.

Within the main <lockConfig> element, there are zero
or more <Lock> elements and zero or more <device>
elements. Each <Lock> triggers the construction of a
new lock of the specified type with the specified name.
Each <device> contains zero or more <attribute>
elements. The parser attempts to map the names of each
<device>/<attribute> pair into a CDEV device/attribute
existing in the server and set its value accordingly.

<lockConfig>
<Lock name="PIDLock02" type="PIDLock" />
<device name="PIDLock02" >
<attribute name="GainD" value="0" />
<attribute name="Gainl" value="1" />
<attribute name="GainP" value="0" />
<attribute name="1nputName"
value="ILI1L_PHASEerror"/>
<attribute name="Interval" value="4" />
<attribute name="MaxChange" value="0.1" />
<attribute name="MaxPos' value="25" />
<attribute name="MinPos’ vaue="15" />
<attribute name="OutputName" value="RIXXPSET" />
<attribute name="SetPoint" value="0" />
<attribute name="Description” value="North Linac First
Pass Gang Phase" />
</device>
<!--More locks of various types would follow here. ->
</lockconfig>

3.3 User Interface

The GUI's for the dow locks are scripted in Tcl/Tk.
The PID Lock GUI is shown in Figure 2. All the PID
locks are presented in a scrollable list and each one can

PID Locks - DEBUG MODE

240t ]
Delete Lock

_¥|PIDLock0l M |CHL Turbine 3 Inlet Valve Top Loop u
Input Output Parameters Change
[CTDiz48 [CPVI150AMYAL Interval (s) = |3 2 MaxChg=-|1n =
Value - Value - PGan-|-2185 2 MinChg-|on =
Setpoint = (3.2 - Max = 510 H 1Gain-|-0366 5  Change = [UIIOEN]
Ervor - Min =[25.0 =i in = Al
m = D Gain = |0.0 —
llP]Dansz o |Nunh Linac First Pass Giang Phase Delete Lock
Input Output Parameters Change
[ILIL_PHASEErTOr |R1KXPSET Interval (s) = |4 % MaxCheg-|o1 =
Value = (NERH] Value = P Gain -|0.0 % Minchg-fon =
Setpoint = (0.0 - Max = |25.0 = i al -
EP & = : = 1 Gain =10 — Change =
rror = 0N Min =150 = D Gain = |00 F
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Figure2: ThePID Lock GUI

be collapsed or expanded using the arrow buttons on the
left. Output values from the locks are in the darker boxes
while user inputs are in the lighter boxes. The button to
the left of each lock’s textual description field turns the
lock on and off. A lock can be deleted using the button in
the upper right corner of its display. A new lock is
created using the button in the far lower left. The new
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lock is assigned the next available device name, first
reusing the dots of any deleted locks. When a lock is
deleted or a new lock is created, every instance of the
GUI running anywhere on the network is notified to

update its display.
4 FUTURE DIRECTIONS

4.1 Additional Lock Types

The remaining slow lock types in use at Jefferson Lab
will be integrated into the Generic Lock Server
architecture. For this to happen the architecture must be
extended to allow MIMO lock types. It must also alow
for locks that must be calibrated at runtime like the Orbit
Locks and locks that use the on-line accelerator model
server for calibration like the Energy Locks.

4.2 Server Security

Access to al CEBAF |OC's is controlled through CA
security. To function, the Generic Lock Server must run
with a user ID that is alowed to write to the IOC's.
However, because it is designed to be flexible, the CDEV
Generic Server has no built-in security model. This
means that any user connected to the accelerator network
can write to the virtual attributes of the lock devices and
create a lock that writes to any channel in the system,
effectively circumventing CA security. Plugging this
loophole is a top development priority. A security layer
will be added to the lock server alowing writes only by
specific groups of users from specific machines. In the
longer term, it would be useful if the attributes of a lock
would inherit the security of the lock’s output channel.

4.3 PID Auto-tuning

Determining appropriate gains for PID controllersis a
non-trivial task. To make the PID Lock class more usable
by non-experts it would be very desirable to have a
means to automatically characterize the closed loop
transfer function and determine appropriate PID gains for
optimum stability, if they exist. Many such algorithms
exist [9]. If one can be found that is sufficiently general,
it might be integrated into the lock server architecture or
could exist as a separate process, making it more useful
for tuning EPICS CPID records as well.

4.4 Dynamic Linking

The very low degree of coupling among the various
lock and server classes means that it is not necessary to
statically link the lock classes with a server. Following
the model that CDEV uses with its service classes, the
code for individual lock types could be dynamicaly
loaded as needed. This would alow completely new
types of locks to be added to a running server without
even restarting it, much less rebuilding it.
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4.5 Expanding the Lock Namespace

One limitation imposed by CDEV is that al device
names must be declared in static Device Definition
Language (DDL) files that are used by clients to map
device names to the appropriate services and servers.
Thus, athough new locks can be created in the server
with arbitrary names, clients cannot find them unless they
use names pre-declared in a common DDL file. This
prohibits the use of descriptive device names for
dynamically created locks. A dedicated client like the
Generic Lock GUI could be designed to dynamically
discover the lock names, but they would still not be
available to general purpose clients like archivers.

CDEV can be configured to fall through to a particular
service when a device name is not found in the DDL file.
For many sites that use CDEV with EPICS, this default is
configured to use CA. The Portable CA Server (PCAS)
[10] suggests a way to make fully dynamic virtual
devices. A PCAS could be set up to host the virtual
device/attribute pairs needed by such devices.
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Abstract

The nanometer scale beam sizes at the interaction
point in linear colliders limit the allowable motion of
the fina focus magnets. We have constructed a
prototype system to investigate the use of active
vibration damping to control magnet motion. Inertial
sensors are used to measure the position of atest mass,
and a DSP based system provides feedback using
electrostatic pushers. Simulation and experimental
results for the control of a mechanically simple system
are presented.

1STABILIZATION REQUIREMENTS

The beam size at the interaction point of the NLC is
approximately 2 X 200 nanometers (for 1 TeV CM
system) [1,2]. In order to maintain luminosity, the
relative positions of the beams at the IP must be
stabilized to approximately 1 nanometer.

Vibration of the final focus quadrupoles is a
potentially serious source of beam motion at the IP.
Ground motion is one of the causes for this vibration.
While ground motion in a quiet site could be
sufficiently small, the “cultural” noise from man-made
sources may substantially change the ground motion
spectrum. Moreover, noises of the accelerator complex
itself will contribute to this spectrum. Measurements at
existing labs, showing 1.5nm of RMS motion above
1Hz at LEP [3] and 70nm at HERA [4], illustrate the
magnitude of uncertainty of the initial conditions.

The NLC is being designed with careful engineering
consideration  of  vibration issues. However,
stabilization requirements for the final quadrupoles are
hard to predict until the latest stage of design.
Therefore, rather than to build a stabilization system to
meet a specific requirement, work is underway to
develop general dstabilization technologies to be
implemented at the final stage of NLC design.

2STABILIZATION TECHNOLOGIES

Beam Based Systems. The interaction of the electron
and positron beams at the IP causes a beam deflection
that is related to the beam offset. This allows the offset
to be measured to a fraction of the spot size at the beam
rate of 120Hz. This beam deflection provides the only
long-term measure of the relative positions of the
beams.
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Figure 1: Simulated effect of beam-beam feedbacks.

A variety of feedback agorithms can be used with
the beam — beam deflection data, with the selection
based on the trade off between low frequency
attenuation, and high frequency amplification of noise.
Figure 1 shows the simulated effects of “aggressive”
and “non-aggressive” beam feedbacks.

For the non-aggressive feedback the noise
atenuation at 1Hz is 4 times, while the maximum
amplification is 1.3 at 10-20Hz. For the aggressive
feedback, the attenuation at 1Hz is 400 and the
amplification at 50-60Hz is 4 times. Feedback
algorithms with intermediate performance are also
possible. One should note that the beam-beam feedback
performance is ided, i.e. it does not account for BPM
resolution or jitter of beam size.

Very fast intra-train beam — beam feedback is aso
under consideration. This system relies on sufficient
bandwidth and low latency to allow operation within
the 400 nanoseconds NL C bunch train [5].

I nterferometer Based Systems. Optical
interferometers can be used to measure the distance
between the final focus magnets and a fixed point or
points on the ground. These “optical anchor” systems
were proposed in the NLC ZDR [2] and are being
developed at the University of British Columbia[6].

Inertial Based Systems. Inertial sensors can be used
to measure the motion of the final quadrupoles relative
to the “fixed stars’. At low frequencies the position
noise of an inertial sensor must rise sufficiently slow
and atransition to a beam based system must be made.

A simple inertia vibration stabilization system has
been constructed and is being used to test feedback
hardware and algorithms.
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3VIBRATION FEEDBACK TEST
SYSTEM DESIGN

Mechanical Design. An approximately 30kg
aluminum block is suspended on 6 springs which define
the 6 solid body degrees of freedom (see Figure 2). Six
inertial sensors are used to provide feedback signals; a
seventh measuring vertical motion is used to evaluate
the feedback performance. Seven actuators, with two
operated in parallel, are used to control the motions of
the block.

Figure 2: Drawing of the test system.

There is a trade-off on the support spring stiffness.
High stiffness springs, which result in high normal
mode frequencies, provide relatively low amplitude
motion and good stability in the absence of feedback.
They have the disadvantage of coupling high
frequencies to the supported object, which are difficult
to control with feedback.

Low stiffness springs allow large amplitude low
frequency motions, but attenuate high frequencies. This
approach was chosen for the test system, with normal
mode freguenciesin the range of 3-10Hz.

Actuator Design. For a system with a low stiffness
support, the actuators must also have low stiffness. In
order to close the feedback loop with high gain, the
time delay of the actuators must also be short compared
with other time constants in the system. While piezo-
electric actuators are commonly used for this type of
application, it is difficult for them to meet the above
regquirements.

We chose pure electrostatic actuators. A pair of
electrodes, each 5x5cm, separated by approximately 1
mm, is used. With a maximum voltage of 1000V, the
force produced is approximately 0.01 Newtons —
sufficient to stabilize the mass motion. The response
time is limited by the high voltage amplifiers (Trek
601C) which have alarge signal bandwidth > 8 KHz.

Sensors. The test system uses commercial compact
geophones (Geospace HS-1) with a 4.5Hz resonance
and low noise (Analog Devices AD624 based)
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amplifiers. The resulting system has a (calculated)
noise level of ~2nm/Hz" at 1Hz. The geophones are
sensitive to the velocity of a test magnet inside of a
pick-up coil, so their sensitivity decreases as 1/f° below
resonance.

In the NLC the final quadrupoles will be mounted
inside the multi-Tesla detector solenoid, and will
require non-magnetic inertial sensors. In addition, the
noise level of the commercial geophones is currently
limiting the performance of the test system.

New capacitive, non-magnetic accelerometers are
being developed for this project. Electronics has been
demonstrated with a sensitivity of 0.01nm/Hz” [7].
Mechanical design of a sensor is underway. This
system is expected to be a factor of 50 lower noise at
1Hz, and 500 lower noise at 0.1Hz than the compact
geophones currently in use.

Data Acquisition System. The data acquisition
system is constructed from VME format hardware. A
16 bit 250KHz, 8 channe A-D / D-A card (Pentek
6102) is used to interface with the sensors and
actuators. Closed loop feedback is performed with a
TMS320C40 50MHz DSP (Pentek 4284) which
interfaces to the A-D / D-A using a C40 port. This
interface removes the real time communication from
the VME backplane. A 68040-based crate controller
(Motorola MVME167) running VxWorks is used for
program loading and non-realtime data
communications. The system is interfaced to Matlab
for algorithm devel opment.

4TEST SYSTEM ALGORITHM

Calibration and Orthogonalization. Each of the 6
actuators is driven at each of 110 frequencies, while
each of the sensor outputs is measured. 50
measurement frequencies are logarithmically spaced
from 1 - 30Hz. 10 are clustered near each of the
resonance frequencies.

A 96 parameter fit is then done to the normal mode
frequencies and Qs, sensor frequencies and Qs, actuator
to mode couplings, and sensor to mode couplings.
Figure 3 shows the quality of the fit. The resulting fit is
tested by driving the combination of actuators
corresponding to a single mode, and measuring the
corresponding set of sensors. The lack of resonant
peaks for the other modes indicates that the
orthogonalization is good (Figure 4).

Feedback algorithm. The sensor measurements are
converted to orthogonal modes. Then six independent
feedback loops control vibration in each mode.
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M easurements (symbols) and model.

The measured frequency response and noise spectral
densities are used as inputs to generate an optimal
feedback. Note that in the present system expected
rather than measured noises are used, and identical
mode frequency responses are assumed in order to
simplify testing.

The feedback can be implemented as either state
space, or transfer function (ZPK). State space is more
numerically stable, but less computationally efficient.
Results described are for state space running at a loop
speed of 500Hz (not believed to be a limit on
performance) with the gain set to 0.4 times optimal.
The reduced gain is necessary to avoid instabilities.
These instabilities are under study, but may be due to
actuator saturation during system start-up.

System Performance. The test system performance
is measured using the test sensor that measures vertical
motion of the block. One should note that the test
system is located in a fairly noisy lab environment —
comparable to the “HERA” site, and that the noise of
this test sensor becomes significant below ~1Hz.

The suspension of the block attenuates high
frequencies, but introduces a low frequency resonance.
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The inertial feedback largely eliminates this resonance
(see Figure 5).

In order to evaluate the performance of the system
we can simulate the effect of beam-beam feedback on
the measured output of the test sensor (lines with
symbols in Figure 5). One can see that in a somewhat
quieter place the aggressive beam feedback would
aready satisfy our requirements. The applicability of
the aggressive feedback may however be limited by
presence of uncorrelated jitter in the incoming beam.

Further improvements of the system performance are
expected from optimization of the algorithm and in
particular from new less noisy inertial sensors.

.....

— Ground
-1| | ---- Fbk off: mass
F| --- Fbkon: mass
o Beam beam separation w/ slow BB fbk
-+- Beam beam separation w/ faster BB fbk
L 1

Integrated RMS of motion (nm)

Frequeng/, Hz
Figure 5: Integrated power spectrum showing
performance of the test system.

10

5 FUTURE PLANS

The present system is mechanically simple, with the
solid body normal mode frequencies of the block much
lower than any internal resonant frequencies. When the
operation of this system is well understood, an
elongated structure with internal mode freguencies
comparable to those of areal final focus magnet will be
stabilized.
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Abstract

In order to double the positron injection rate into the KEKB
ring, a two-bunch acceleration scheme has been studied at
the linac, in which bunches separated by 96 ns are acceler-
ated in 50 Hz. In this scheme the stabilization of energy and
orbit of each bunch is indispensable. Thus the beam energy
and orbit feedback systems have been upgraded.

Since beam characteristics are acquired through beam po-
sition monitors (BPM), their read-out system was improved
to meet two-bunch requirements. Combined waveforms
from BPM’s were adjusted with delay cables avoiding over-
laps and they enabled simultaneous measurement of beam
positions of two bunches.

The beam energies of two bunches were balanced by tun-
ing rf pulse timings, and the average energy was stabilized
by adjusting the accelerating rf phases. The average beam
orbits were also stabilized. Slow feedback systems at the
injector section for charge and bunching stabilities are being
planned as well. These systems were used successfully in
the test beams and will be employed in the routine operation.

1 INTRODUCTION

The electron/positron linac at KEK injects 8-GeV electron
and 3.5-GeV positron beams into KEKB rings, where CP-
violation study is carried. Since the efficiency of the ex-
periment increases by shortening the injection time, several
mechanisms have been introduced to accomplish it [1, 2].
Especially much effort has been made to improve of the
positron injection time, since it is longer compared with
electron [3].

One of such effort is a two-bunch acceleration plan, which
have been studied and applied [4, 5]. In this scheme two
bunches of positron are accelerated in one rf pulse, which
is 50 Hz, and they may double the injection rate. The time
space between two bunches is, however, restricted by the
rf frequencies of linac and rings, and the smallest space is
96.29 ns since the common frequency is 10.38 MHz. Thus
a precise beam control and diagnosis are necessary.

The beam diagnosis so far has been made by employing
strip-line-type beam position monitors (BPM), wire scan-

*e-Mail: <kazuro.furukawa@kek.jp>

ners for transverse profiles and streak cameras for longi-
tudinal profiles. In order to maintain the stable beams, it
is essential to have these beam instrumentations work for
both two bunches. The two-bunch read-out of BPMs is es-
pecially important, because it is used in number of orbit and
energy feedback loops to stabilize beams.

2 BPM AND READ-OUT SYSTEM

Along the 600-m linac, 90 BPMs are installed and their
signals are transferred to one of 18 measurement stations.
Signals are delayed and combined so as not to overlap each
other, and are fed into a 5-Gs/s waveform digitizer (Sony-
Tektronix TDS-680B/C) as in Fig. 1 [6]. Although the
BPM signal is fast bipolar signal, the readout precision is
optimized using the interpolation function of the digitizer.
All 18 digitizers are triggered by a single distributed signal
which is synchronized with beam repetition and rf frequen-
cies.

The waveform is read through the GPIB and a signal
from each electrode is analyzed with predetermined re-
sponse function once per second by aVME computer (Force
68060). Response functions include 3rd-order position-
mapping functions, attenuation factors of various compo-
nents and position offsets against the center of correspond-
ing quadrupole magnet derived from a beam-based align-
ment.

Since the timing and amplitude ranges of BPM signals
are different depending on the beam modes and locations,
the process is driven by a control database system [7].

Acquired beam positions at 18 stations are sent to central
computers once per second and are served for various beam-
energy and orbit feedback systems to maintain stable beam
operation.

3 TWO-BUNCH OPERATION

The BPM system was improved for two-bunch operation.
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Aswritten above, itis important to acquire beam positions of
two bunches along the linac simultaneously to study beams.

Improvements to BPM System
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Figure 1: Signals from multiple BPMs are arranged so that
combined waveforms can be processed properly.

In our instrumentation, signals from those two bunches ap-
pear as two signals separated by 96.29 ns on the waveform.
Although it was sometimes necessary to add more delay
lines so as to avoid waveform overlapping, there was no
need to add specific hardware to handle such signals with
small separations.

Calibration factors were re-examined since delay lines
were added, and beam-timing database for the signal anal-
ysis was extended to accommodate two-bunch information.

Processing functions/commands for BPMs on the cen-
tral computers are also extended or added for two bunches,
keeping old functions as before for single-bunch operations.

With these modifications the BPM processing system was
extended for two-bunch operation without any performance
loss in both precision and speed. It has been used in beam
operation since March 2001.

3.2 Operation Software with BPM

Most of operation software which utilize the BPM infor-
mation was extended to meet both single- and two-bunch
operations. One of such examples is Fig. 2, which mea-
sures beam energies of two bunches by correlation between
a steering-magnet field and the beam-position response at
the bunching section.

3.3 Two Bunch Controls

In order to accelerate the beams properly, the beam charac-
teristics of two bunches need to be adjusted to be the same.
For example, in order to adjust the beam energy differences,
we change the beam timing and rf pulse timing. The beam
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Figure 2: A software panel to measure the beam energies
of two bunches with a steering magnet (BX_A1_B8) and a
BPM (SP_A1_C5). After adjusting the timing system, they
became almost the same energy 15.5 MeV and 15.8 MeV.
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Figure 3: Beam orbit and charge of electrons (left) and
positrons (right) along the 600-m linac. Two slightly differ-
ent lines indicate the first and the second bunches.

timing can be changed by a 10-ps step [4] and the rf pulse
timing can be changed by a 1.75-ns step at each sector in-
dependently. Most of other parameters in the linac are not
sensitive against the time separation of 96.29 ns.

With such adjustments the 10-nC primary electron
bunches are accelerated up to 3.7 GeV and positrons are
generated as shown in Fig. 3.
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3.4 BEAM FEEDBACK LOOPS

The beam feedback loops in the linac for energy and orbit
stabilization [2] were also extended to control two-bunch
beams. Since we don’t have many mechanisms to con-
trol two bunches independently, most feedback loops were
modified to use positions derived from charge-weighted av-
erages of two bunches. With these changes those loops can
maintain the average orbit and energy. In software, only the
monitoring function was extended to read average positions
if two bunches are accelerated. For the positron injection
about 20 beam feedback loops are used, and they are all
extended for two bunches.

While normal energy and orbit feedback loops use
charge-weighted average positions, feedback loops to min-
imize energy differences use a position difference between
two bunches as shown in Fig. 4.

Although the energy difference does not change fre-
quently, such loops stabilize the beam in a long term.

4 SUMMARY

The data-acquisition system for the linac BPMs was up-
graded to provide beam positions in two-bunch operation
without losing any original features. Along with improve-
ments of the streak camera and wire scanner systems, it has
been still indispensable to study and operate on linac beams.
The system is also used by many operation software includ-
ing beam-energy and orbit feedback systems.
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DECISION SUPPORT FACILITY FOR THE APSCONTROL SYSTEM*
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Abstract

The Advanced Photon Source is now in its fifth year of
routine beam production. The EPICS-based [1] control
system has entered the phase in its life cycle where new
control agorithms must be implemented under
increasingly stringent operational and reliability
requirements. The sheer volume of the control system
(~270,000 records, ~145 VME-based input-output
controllers (I0OCs), and ~7,000,000 lines of EPICS
ASCIl configuration code), presents a daunting
challenge for code maintenance.

The present work describes a relational database that
provides an integrated view of the interacting
components of the entire APS control system, including
the 10C low-level logic, the physica wiring
documentation, and high-level client applications. The
database is extracted (booted) from the same
operational CV'S repository as that used to load the
active 10Cs. It provides site-wide decision support
facilities to inspect and trace control flow and to
identify client (e.g., user interface) programs involved
a any selected point in the front-end logic. The
relational database forms a basis for generalized
documentation of global control logic and its
connection with both the physical 1/0 and with external
high-level applications.

1 INTRODUCTION

The Advanced Photon Source facility has been in
existence for about ten years, with the past five years
under full beam production. The facility consists of an
electron linac, followed by an accumulator ring and a
synchrotron, injecting into an 1100-m storage ring at 7
GeV. There are typically between 20 and 30 parallel
user experiments running at any time. After storing
beam, the injector linac is used for free-electron laser
development. Recently the storage ring has switched to
top-up operation, in which beam isinjected at 2-minute
intervals, keeping the circulated beam current constant
to within 1%. In order to alow FEL operation in
parallel with top-up operation, an interleaving system is
under development, alowing rapid switching of the
linac beam between injection and FEL operation.

* Work supported by the U.S. Department of Energy,
Office of Basic Energy Sciences under Contract No.
W-31-109-ENG-38.
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Concurrent with these ongoing requests for new
beam capabilities and control features has been an
increased emphasis on reliable operation, both in terms
of reducing beam off time (MTTR) and perhaps more
importantly, in terms of reducing the frequency of
beam dropout (MTBF). Changesin the large, installed,
operational code base cannot be made without detailed
understanding of the software and the behavior of the
components of the control system.

The present paper describes work in progress at the
APS to create a facility to assist the control systems
application developer in anadlyzing the installed,
operational control system. This decision support
system utilizes a relational database approach to
capture and query the controls knowledgebase.

2 THE APSCONTROL SOFTWARE

The main backbone of the APS accelerator control
system [2] consists of a network of 145 front-end 10OCs.
Connected to the |OC layer is a network of operator
interface workstations. Operators interact with the
accelerator equipment mainly through MEDM [3]
display files. Logging and automation tasks are handled
using SDDS- and Tcl/TK-based tools. At the machine
and equipment interface, embedded controllers are
programmed to provide fixed well-defined functionality
within limited control subdomains.

The subject of this paper is the middle, integration
layer, which uses the EPICS real-time control system
software.

3 PROCESSVARIABLE RELATIONAL
DATABASE

3.1 The Relational Schema

EPICS software is based on the concept of ‘records
— executable code units that perform hardware 1/O.
Other types of records (e.g., sequence, calc, fanout,)
provide control logic capability. Each record has a
well-defined set of ‘fields,” commonly referred to as
process variables or PVs. External clients may
connect to these PVs, to read or optionaly set their
values. A particular type of fieldisa‘link’ field, which
is used to control the flow of logic between EPICS
records. Records relating to a subsystem of the
accelerator complex are grouped and stored in text files
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known as ‘db files These db files assist the devel oper
in organizing and partitioning software into manageable
units of related control software. The 10C does not
retain knowledge of the source db file from which any
record is derived.

To provide an integrated view of the entire control
system logic, a project was initiated to model the
installed EPICS control softwarein arelational schema,
using the ORACLE relational database (rdb). A simple
schema was adopted, as shown in entity relation
diagram of Figure 1.

system table

system_id
system
f system_id
ioc_table
ioc_id
system_id
0p”a ioc_name ioexid
19e”_| location
db_files
records
- file_index
rec_id ioc_id
ioc_id file_path
rec_name subst_str
rec_type
fields
- ioc_id
rec_id file_inldex
req id ioc_id
file_index
fld_name
fld_value
dupl_fields
rec_id
ioc_id
file_index
fld_name
fld_value
io_rules
record_links o
rec_name e
~ ioc Td
used_by_fld_value Iroe(i;_lid
used_by_rec link_no
used_by_rec_name rack_no
used_by_rec_index Islot
rec_index i
rec_fld_info 'S)l?r}?)lr io

Figure 1: EPICS PV entity relation diagram.

In this schema, the EPICS record and field names are
treated as data rather than as attributes. Each of the
fields defined in an EPICS db source file becomes a
row in the fields table. In the APS control system, there
are ~7,000,000 user defined fields. The foreign key for
each entry in the fields table references a specific row
in the records table. Each entry in the records table has
a foreign key to a specific IOC. To assist in database
drill down and access, the IOCs are grouped into
systems organized by accelerator or by function.
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3.2 Database Loading

The file descriptor of each 10C's startup command
fileis stored in its boot prom. At the APS, the standard
boot procedure is modified such that this file descriptor
is written out to an 1OC-specific ‘bootparams file
whenever an 10C reboots. A Perl script periodically
checks the modification dates of these bootparams files
to determine if any 10C has rebooted. On detection of a
reboot, the startup file is parsed to determine the EPICS
database definition and instance files to be loaded into
the IOC. The EPICS static database access routines are
used to extract the record and field definitions from the
db files. The script writes this information, along with
the respective db file paths in a set of flat files. The
script determines if any fields have been multiply
defined, and records this information along with their
parent source filespecs. Although duplicate PVs are
legal and ignored by the 10C, their usage presents a
potential trap, which may be otherwise difficult to
locate.

An ORACLE server was set up in a stand-alone
workstation to contain the EPICS data. A periodic task
in this server monitors the directories of the Perl
extraction files, and triggers a loader process whenever
new flat files have been created. The ORACLE tables
are typically updated with the new 10C information
within ~15 min after an |OC reboot. As a check of the
validity of the ORACLE data, a nightly task is run in
which flat files are generated from the ORACLE tables
and compared with original flat files. This round trip
file compare provides an independent check of the
validity of the data.

3.3 User Queries—the pv_search Application

EPICS database inspection capabilities are provided
using the standard ORACLE three-tier application
server architecture. User requests, entered in a Web
browser, are submitted to an ORACLE application
server, which formats an SQL query and forwards it to
the ORACLE server. Users enter optiona 10C, db file,
record name, record type, field name, and field type
selection criteria. The user then selects one of the
records returned by the query to obtain its field detail.
In the detail display, EPICS link-type fields are
displayed as hypertext links. Selecting a link field will
display the details of the linked record.

The record links table in Figure 1 is derived from
the PV database and contains all instances of inter-
record links in the entire set of 10Cs. This derived table
is used to extract the records linked to the actively
displayed record. This list is displayed as hypertext
links, allowing the user to extract the detail of the
linking record. This powerful feature allows the user to
bidirectionally explore EPICS logic.
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3.4 MEDM Clients

At the APS, the primary operator interface to the
accelerator is through the use of MEDM display files.
These display files are stored in a single directory
structure, under CV'S control. A Perl script was written
to examine al the files in this directory tree and to
recursively extract references to EPICS process
variables. When an EPICS record is displayed using
the pv_search application, a list of all client MEDM
screens that reference any field in the record is
displayed. This identifies to the developer the display
files that will need to be modified if, for example, the
record name is changed.

3.5 Decision Support - Data Mining

The powerful querying capability of SQL has been
used to ‘data mine the process variable database to
provide a number of decision support queries.

Orphan records. This query extracts all records
that:
have no other PVslinked to it
do not link to other PVs
do not connect to hardware
have no client application connection
(MEDM, SDDS logger, etc.)

Records matching this category are potentially
‘orphan’ records, possibly left over from a prior or test
subsystem. Since they probably provide no useful
function, they are candidates for removal from the 10C.

Multiply-defined hardware output records. In the
EPICS environment, it is lega to define more than one
record for a single hardware 1/O point. Although this
feature is occasionally used as a convenience function,
it can lead to equipment behavior problems if
conflicting logic attempts to write to a single output
channel. Queries have been written to extract and list
instances of multiple hardware output records.

Equipment database. For EPICS records that are
connected to external hardware 1/0, the DTYP fields
provide information related to the hardware device.
This feature has been used to query the PV database to
extract a list of hardware devices in the APS control
system. The query report yields a total of 5800
individual devices directly associated with the APS
control system. This equipment inventory is used in
assisting a hardware spares strategy.

Wiring List. A project has been initiated to
centralize wiring list documentation, using the Allen-
Bradley equipment as a prototype. Allen-Bradley link,
chassis, rack, dot, and terminal relational tables have
been defined. A Web-based application allows
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developers to modify and update the ORACLE tables
from any location that has access to a Web browser.
Chassis and 1/0O card templates facilitate data entry.
The derived pv_io rules table shown in Figure 1
connects the wiring information with the process
variable database. Display of the wiring details of an
I/O card aso lists the process variable connected to
each terminal. This includes multiple PV's assigned to
asingle I/O point discussed above.

4 DISCUSSION

Complex and extensive mature systems like the APS
control system have developed and evolved over years
of field testing. Documentation of the rationale for
coding decisions is often difficult to locate, or is
incomplete or missing entirely. The control source code
is often the only source of this documentation. A
centralized control software inspection capability has
proven to be useful in this effort. The PV-centric
ORACLE relational database along with the querying
power of SQL has provided intuitive mechanisms for
locating relevant and related hardware and code
documentation.

Work in progress includes extending the wiring
database to include al the APS control hardware. This
equipment ‘connection’ database will not only catalog
all the hardware modules and ancillary equipment but
will also indicate where each component is connected
to the control system. It will be fully integrated with the
PV database to allow cross queries between hardware
and software.

Work isin progress to extend the PV clients to other
types, including SNL, aam handler, and
SaveCompareRestore. The Perl extraction scripts are
being expanded to parse the source files (db and startup
files) for code documentation at the record, db file, and
IOC level. The ultimate goal is to develop a central
mechanism for creating and retrieving control system
documentation.
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Abstract

The KLOE experiment [1] at the Frascati ¢-factory
DA®DNE [2], designed to measure (¢’ /¢), began prelimi-
nary datataking in the Fall of 1999. A large database struc-
ture, which logsinformation coming from the DA ®NE con-
trol system and the KL OE slow control and dataacquisition
systems, has been developed. Data from detector monitor-
ing, online event processing and machine operating condi-
tions are easily accessible for online and offline analysis
by means of Web tools and histogramming tools. The sys-
tem allows powerful real-time data correlations which are
necessary for the ongoing program of luminosity and back-
ground improvements. Data flow and handling processes
are presented.

1 DA®NE CONTROL SYSTEM

Datain the DA®NE collider are stored by the control sys-
tem [3] in the local memories of the 45 front-end VME-
CPU’s distributed all over the accelerator area. The front-
end tasks get commands from the high-level user environ-
ment and continually update their own database with in-
formation from the devices. Data are available through
direct memory access to the CPU’s memory. This front-
end database is constituted by different data types tailored
to specific machine elements (hon-homogenous database);
this means that in order to use this data or to correlate pa-
rameters of different devices, specific routines must be im-
plemented.

Two system tasks have been devel oped in order to collect
all the parameters (Dumper), to synchronize and align them,
and then to store them to disk (Storer) [4]. The Dumper
continuously fetches data from the front-end memories and
writes the different data-types from each machine element
aligning them in a homogenous database. This memory
resident database is accessible from high-level tasks:

e for monitoring purposes, such as the watchdog pro-
cess checking for faulty magnets, bad vacuum or CPU
failures;

o for the user interface display (from any operator con-
sole);

e for online correlation and analysis (as described in
Sect. 3).

The Storer then synchronizes the memory database and
writesit on the mass storage at given timeintervals.

In addition, the Dumper continously reads the status of
the satellite systems not belonging to the control system
environment (such as the spectrum analyzer), merging this
data in the homogenous database. In the general scheme
of DA®NE controls, sketched in the right part of Fig. 1,
the main processes and data flow are reported. In addition
to the control and monitoring functions, and the communi-
cation with the KLOE slow control, an additional process
serves DA®NE datato the controls of the synchrotron radi-
ation facility through the UDP protocol (UDP server). The
handling of datarelative to the DEAR experiment (running
at the second interaction region) is not shown in the figure,
since it is monitored as any other part of the machine and
the data can be presented through the DA®NE interface.

2 KLOE SLOW CONTROL

The KLOE slow control system [5] isintended not only for
the control and monitoring of thelow and high voltagesused
for the detector (more than 70 DAQ crates, 24 HV crates),
but also for the monitoring of the trigger and background
rates. The hardwareisentirely based ontheVME standard.
Several VME serial interface boards control the HV and LV
settings and the power suppliesthrough low-level processes
running on a standard KLOE level-2 VME CPU.

Different low-level processes (one for each part of the
detector) implement the low-level VME functions. All the
data coming from the monitoring are stored to memory and
arehandled by high-level processesrunning onaremotema
chine, which also runs the processes providing the user in-
terface, generating and handling alarm conditions and com-
municating with satellite systems. The drift chamber gas
control and the superconducting magnet system are also
monitored by dedicated high level processes, communicat-
ing on TCP/IP socketswith theremote controls. Finally, the
high-level also communicates with the KLOE run control,
both for thelogging of therelevant detector parameters, and
for the setting of HV and LV at run start.

The user interface is entirely realized using HTML lan-
guage, so that the monitoring and control functions areim-
plemented by CGIl (Common Gateway |nterface) programs
running on a dedicated Web server, which also displays the
anomalous conditions and handles the alarms. The alarm
conditions are generated by two different watchdog pro-
cesses: one running on the low-level VME CPU and ac-
cessing the shared memories of the control processes of
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Figure 1: Layout of the KLOE/DA®NE controls and of the joint logging and database system.

the subdetectors (via SNMP, the KL OE inter-process com-
munication protocol [6]); the other checking the high-level
programs on the main machine, and sending themain alarm
conditions viathe GSM short message service and e-mail.

All the slow control processes write the monitor parame-
terstoageneral 'run condition’ massstorage. Thesamearea
isused by DAQ monitoring processes, running onthe KLOE
online farm, which perform a fast event reconstruction of
acquired data[6]. These monitoring processes produce the
relevant quantitiesfrom online analysis, such asluminosity,
beam position, and background level.

The general scheme of the KLOE controls, with the in-
teractions of the different low and high-level processes, oc-
cupiestheleft part of Fig. 1.

3 KLOE/DA®NE COMMUNICATION
AND DATA INTEGRATION

The DA®NE and KL OE mass storages, shared between the
two control systems, are used by many monitoring processes
to log a number of parameters, in general at very different
time intervals. 3 seconds for the scalers counting the hits
in the endcap and quadrupole calorimeters, 15 seconds for
"fast’ variables such as current and roundness of the beams,
or the status of the low and high voltages, 1 minute for the
"slow’ variables such asthe KLOE magneticfield, 5 minutes
for the machine vacuum and orbit; or even at non-constant
timeintervalsfor the physics quantities, such as luminosity
and beam position and momentum measurements, needing

some data to be acquired and analysed by the DAQ moni-
toring processes.

Thustwo collaborating tasks, continously running on the
two main machines, merge the information coming from
the various parts of the two systems and synchronize them:

e theDumper/Storer onthe DA ®NE high-level machine,
reading and aligning the non-homogenous data from
the distributed VM E memories and writing them to the
DA®NE homogenous database;

o the Global collector process (see Fig. 1) on the KLOE
slow control machine, reading data from the shared
memories of low-level processes (viathe SNMP inter-
process protocol), stored data from the high-level pro-
cesses monitoring satellite systems, and the physics
quantities from the online event reconstruction.

Some elaboration is also performed starting from low-level
data, producing background estimators from spurious hits
in the detector, beam lifetimes from the fit of the history of
the machine currents, etc.

Finaly, the common global database is produced, in
which al machine parameters are correlated with the de-
tector quantities. Since thereis awide range of time varia-
tions of monitored parameters and of logging timeintervals
from the various processes (producing or retrieving data),
al the available quantitiesin thefinal common database are
synchronized and stored either ina’fast file' (at 15 seconds
intervals) or ina’slow file' (at 1 minute intervals).

Theglobal databaseisthen accessed by both the DA®NE
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and KL OE controlsWeb serversto display arich wealth of
information:

e asaready describedinthe previoussections, theonline
status;

¢ thelong-term history of the machine and detector con-
ditions;

e anumber of statistics of the most relevant quantities.

A number of pages displaying the status and the history of
thevariousparametersand their correl ationsare made avail-
ableand extensively used in both control rooms. mostly ori-
ented to the luminosity/machine background optimization
in the DA®NE case, and to keep under control the detector
performance and the data quality for KLOE.

In order to help the two teams of physicists in the
continous improvement and optimization of the ma-
chine/detector operation, the presentation of the monitored
quantitiesand of their correlationsisfundamental. Thishas
been realized with two complementary tools taking advan-
tage of the common database: ageneral-purpose Web inter-
face, running on the DA®NE Web server, mainly oriented
tothedisplay of correlations between different machineand
detector quantities, and a histogramming application based
on the ROOT libraries (from the CERN program library),
running on the KL OE online machines[7], mainly oriented
to the presentation of the time charts of any machine or
detector parameter. Both the presenting tools access the
common database described above, and can display the last
few hours status or build the history on a many days base.

An asynchronous builder process continously runson the
DA®NE supervisor machine, reading the common global
database: on the basis of the stored parameters a number
of statistics of the machine and detector performance are
elaborated, such as delivered luminosity, beam lifetimes,
data-taking efficiency, etc. The last-hours, daily or longer
term statistics of the most relevant indicators are then made
available through the Web interface.

As described above, the supervisor machine aso runs a
watchdog process checking the most relevant parameters
and alarm conditions. A dedicated server takes care of sig-
nalling anomalous conditions through the e-mail and GSM
short message service, andin additionthedaily statistic