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Foreword: Welcome to the HB2021 Workshop Proceedings

The 64th ICFA Advanced Beam Dynamics Workshop on High Intensity and High Brightness
Hadron Beams was hosted by Fermilab from October 4 to October 9, 2021. Known in the
community as an ICFA HB workshop, this series is the premier international event, focused on
the latest developments and insights into the physics of high-intensity hadron beams. The HB
series originated at Fermilab in 2002 (AIP Conf. Proc. 642 (2002)) as the 20™ ICFA Advanced
Beam Dynamics Workshop and we are very proud to continue its traditions of high-quality
contributions and scholarly discussions. HB2021 provided a platform to present and discuss
new projects, concepts, and physics ideas into high-power, high-brightness, and high-intensity
beams, as well as updates, progress, and new developments in existing hadron accelerators and
beam physics. The workshop scientific program was planned by the HB International
Organizing Committee (I0C), chaired by Prof. Ingo Hofmann.

Because of the COVID-19 pandemic restrictions, the workshop was organized as a virtual
event. Unfortunately, multiple time zones were not conducive to day-long workshop sessions.
The program therefore included shorter invited talks both in plenary and in parallel sessions of
5 Working Groups: (1) Beam Dynamics in Rings, (2) Beam Dynamics in Linacs, (3) Accelerator
Systems, (4) Commissioning and Operations, and (5) Beam Instrumentation and Beam
Interaction. The workshop had 175 registered participants.

During the I0OC meeting at HB2021, the next HB workshop (HB2023) was decided to be held
at CERN (Switzerland). It follows the tradition of the HB workshop biennial cycle rotating
between the three regions -- Europe, Asia, and North America.

Eliana Gianfelice-Wendt (LOC chair)
Sergei Nagaitsev (LOC co-chair)
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1 MW J-PARC RCS BEAM OPERATION AND FURTHER BEYOND

H. Hotchi'f, H. Harada?, N. Hayashi?, M. Kinsho?, K. Okabe?, P.K. Saha?, Y. Shobuda?,
F. Tamura?, K. Yamamoto?, M. Yamamoto? and M. Yoshimoto®
Accelerator Division, J-PARC Center, 'KEK/2JAEA, Tokai, Ibaraki, Japan

Abstract

The J-PARC 3-GeV rapid cycling synchrotron has
achieved a 1-MW beam operation with considerably low
fractional beam loss of a couple of 1073. Following this
successful achievement, we have recently conducted
further high-intensity beam tests toward a higher beam
power beyond 1 MW. This paper reviews our continuous
efforts for beam loss mitigation including the recent result
of a 1.5-MW-equivalent high-intensity beam test.

INTRODUCTION

The J-PARC 3-GeV rapid cycling synchrotron (RCS) is
a world leading high-power pulsed proton driver, which
has the goal of achieving a 1-MW beam power [1, 2]. A
400-MeV negative hydrogen ion (H™) beam from the
injector linac is delivered to the RCS injection point,
where it is multiturn charge-exchange injected through a
carbon foil over a period of 0.5 ms (307 turns). The RCS
accelerates the injected protons up to 3 GeV with a repeti-
tion rate of 25 Hz. Most of the RCS beam pulses are de-
livered to the materials and life science experimental
facility (MLF), while only four pulses every several sec-
onds (2.48 s or 5.2 s) are injected to the main ring (MR)
by switching the beam destination pulse by pulse.

Figure 1 shows the history of the RCS beam power. In
2015, the beam power reached 500 kW. But it caused
premature failures of the neutron production target two
times in a row as shown by white arrows in Fig. 1, so that
the beam power was reduced to 150200 kW to prioritize
availability for users. In 2017, a new improved target was
installed. Since then, the beam power has been stepped up
again while carefully monitoring the durability of the
target. It now reaches 740 kW. If there are no unexpected
troubles with the target from now on, the routine beam
power will reach nearly 1 MW in two years.

Thus, we are still in the course of gradually increasing
the beam power to 1 MW, but the accelerator itself has
already well established a 1-MW beam operation. The
most important issues in realizing such a MW-class high-
power beam operation are controlling and minimizing
beam loss, which are essential for sustainable beam op-
eration that allows hands-on maintenance [3].

In high-power machines such as the RCS, there exist
many factors causing beam loss, such as space charge,
lattice imperfections and foil scattering. Besides, beam
loss generally occurs through a complex mechanism in-
volving several factors. In the RCS, numerical simula-
tions have played a vital role in solving beam loss issues
in combination with actual beam experiments; various
ideas for beam loss mitigation were proposed with the

T email address hideaki.hotchi@j-parc.jp
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help of the numerical simulations, and verified by exper-
iments. As a result of such continuous efforts including
several hardware improvements, we have recently ac-
complished a 1-MW beam acceleration with considerably
low fractional beam loss of several 1073 [4, 5].

This paper reviews our approaches to beam loss issues
that we faced in the course of beam power ramp-up. Our
recent efforts to further beam power ramp-up beyond
1 MW are also presented.
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Figure 1: History of the RCS beam power.

REVIEW OF BEAM TUNING FOR BEAM
LOSS MITIGATION

Beam Loss Mitigation by Injection Painting

In high-intensity proton synchrotrons, space charge in
the low-energy region is one of the most crucial sources
of beam loss. To mitigate this, the RCS adopts transverse
and longitudinal injection painting.

In transverse injection painting [6], the phase space off-
sets between the centroid of the injection beam and the
ring closed orbit are varied during multi-turn injection. By
this way, the injection beam is uniformly distributed over
a required phase-space area. On the other hand, in longi-
tudinal injection painting [7, 8], a momentum offset to the
rf bucket is introduced during multi-turn injection. In this
way, a uniform bunch distribution is formed through emit-
tance dilution by a large synchrotron motion excited by
the momentum offset. In addition, the second harmonic rf
and its phase sweep are introduced, which enable further
bunch distribution control through a dynamical change of
the rf bucket potential. By this way, the charge density
peak in the longitudinal direction is effectively reduced.

Figure 2 shows the beam survival rates measured with-
out and with the injection painting. In the case with no
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Figure 2: Beam survival rates measured without painting
(blue), with longitudinal painting (green), and with trans-
verse and longitudinal painting (red). The black solid
curves show the numerical simulation results.
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Figure 3: Numerical simulation results; tune footprints at
the end of injection calculated without (left) and with
injection painting (right).

painting, a critical 30% beam loss occurred in the low-
energy region, where space charge is most serious. But
the beam loss was drastically mitigated by the combina-
tion of the transverse and longitudinal painting. Figure 3
shows the tune footprints at the end of injection simulated
without and with the injection painting. In the case with
no painting, a core part of the beam particles crosses the
integers (Vxy=0) due to the large space-charge detuning.
On the integers, all-order systematic resonances are excit-
ed. The 30% large beam loss is ascribed to large emit-

tance growth caused by the stopbands. As shown in Fig. 3,

the injection painting well decreases the space-charge
detuning. This mitigates the effect of the stopbands, as a
result, leading to the significant beam loss reduction. This
experiment clearly demonstrated the excellent ability of
the injection painting for space-charge mitigation [4].

Approach to Solving Beam Loss Issue Caused

by the Combined Effect of Image Charge and
Dipole Field Ripple

By introducing injection painting, the beam loss was
drastically reduced as mentioned above, but there still
remained nonnegligible beam loss of ~2%, as shown in
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Figure 4: (a) Experimental result; time structure of beam
loss. (b) Corresponding numerical simulation results.
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Figure 5: Numerical simulation result;
motion near the resonance.

single-particle

Fig. 4 (a). Further reduction of this beam loss was the
next subject in our beam study. As shown in Fig. 4 (a), the
beam loss consists of two peak structures; (A) and (B).
The first beam loss (A) is caused by foil scattering during
charge exchange injection. This is a very simple beam
loss mechanism. On the other hand, the second beam loss
(B) has a relatively complex mechanism. This beam loss
is caused by a beam oscillation induced by a dipole field
ripple [9], but it cannot be explained only by the presence
of the beam oscillation. For understanding the beam loss
mechanism, we have to additionally consider the effect of
the image charge of the beam; the numerical simulation
suggested that the beam loss (B) is caused by a betatron
resonance driven by the combined effect of the beam
oscillation and the image charge [4].

The image charge has a simple defocusing effect on a
beam particle, but the strength varies depending on the
square of the beam position. Thus, if the beam position
oscillation is excited, the defocusing effect of the image
charge periodically varies with two times higher frequen-
cy than that of the beam position oscillation. The oscillat-
ing defocusing force drives a second-order resonance,
affecting the beam.
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Figure 7: (a) Schematic of the geometrical relationship
between correlated painting and emittance exchange in
the (Jx, Jy) space. (b) Similar schematic for anti-correlated
painting.

Figure 5 shows the motion of a beam particle near the
resonance. The frequency of the beam position oscillation
is ~100 kHz, which corresponds to ~0.2 in the wave-
number per turn, so that the resonance is excited at 0.2 in
the betatron tune space. In Fig. 5, one can find that the
amplitude of the betatron motion of the beam particle
sharply increases when the betatron tune gets on the reso-
nance. The beam loss (B) is ascribed to a beam halo for-
mation caused by the resonance.

As shown in Fig. 4 (b), the experimental beam loss was
well reproduced by the numerical simulation by including
the measured dipole field ripple and also by considering
the realistic boundary condition. The characteristic of this
resonance is that it is an intensity-dependent phenomenon,
and that it occurs at unusual betatron frequency depend-
ing on the frequency of the beam position oscillation.
Receiving this study result, the power supply of the injec-
tion bump magnets, which was the source of the dipole
field ripple, was improved. As a result, the dipole field
ripple was drastically reduced, and the beam loss (B) was
successfully removed [4].
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Figure 8: Numerical simulation results; scatter plots be-
tween the horizontal and vertical actions at the end of
injection calculated without (left) and with (right) space

charge. The upper (a) is for correlated painting, while the
lower (b) is for anti-correlated painting.

Approach to Solving Beam Loss Issue Caused
by the Montague Resonance

The next subject in our beam study was to further re-
duce the residual beam loss coming from foil scattering
during injection. The foil scattering beam loss occurs in
proportion to the foil hitting rate during injection. One
possible solution to reduce the foil hitting rate is to ex-
pand the transverse painting area, which serves to more
quickly move the circulating beam away from the foil.
The original painting area was 100t mm mrad. In this
case, the average number of foil hits per particle is as
large as 20.0. This number can be reduced by ~1/4 if the
painting emittance is doubly enlarged. But it was not so
easy to expand the painting area.

By introducing a large painting of 200t mm mrad, the
foil scattering beam loss was well reduced as expected,
but another significant beam loss occurred as shown by
(a) in the upper panel of Fig. 6. But the numerical simula-
tion provided a clue to solve this issue. As shown by (a) in
the lower panel of Fig. 6, the numerical simulation well
reproduced the experimental beam loss and clearly
showed that the beam loss is caused by the Montague
resonance, 2vx—2v,=0 [10]. This resonance is excited
mainly by the nonlinear space-charge field, causing emit-
tance exchange between the horizontal and vertical planes.

Figure 7 (a) shows a 2d space of the horizontal and ver-
tical actions, showing the mechanism of the beam loss.
The yellow arrow shows the path of injection painting;
the injection beam is painted from the middle to the out-
side on both the horizontal and vertical planes (called
correlated painting). To this direction of injection painting,
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the emittance exchange occurs in the orthogonal direction.

Figure 8 (a) shows scatter plots of the horizontal and
vertical actions at the end of injection calculated without
and with space charge. In this figure, one can see that the
beam particles are greatly diffused by the space charge,
and some of them are greatly out of the painting area. The
numerical simulation clearly showed that this diffusion of
beam particles is caused by the emittance exchange (Jx-Jy
exchange of each particle) that occurs perpendicularly to
the path of injection painting. This is the mechanism of
the beam loss.

To solve this issue, the path of injection painting was
modified as shown in Fig. 7 (b); the direction of vertical
painting was reversed. That is, the injection beam is
painted from the middle to the outside on the horizontal
plane, but from the outside to the middle on the vertical
plane (called anti-correlated painting). In this case, the
direction of the injection painting is the same as that of
the emittance exchange. This geometrical relationship
between injection painting and emittance exchange has an
advantage, which minimizes the diffusion of beam parti-
cles. In Fig. 8 (b), one can find that most of beam parti-
cles stay in the painting area though emittance exchange
occurs, because the directions of the injection painting
and the emittance exchange are the same.

As shown in Fig. 6, the beam loss was successfully re-
duced by changing the path of injection painting, as pre-
dicted by the numerical simulations [4]. By this effort, the
painting area was doubly expanded with no additional
beam loss, and thereby the foil scattering beam loss was
sufficiently reduced.

Mechanism of the Residual Beam Loss

By continuous efforts, the beam loss in the 1 MW beam
operation was finally reduced to the order of 1073, as
shown by (b) in Fig. 6. The numerical simulation well
reproduced the experimental beam loss, and found the
residual beam loss mainly arises from the effect of 3v,=19
driven by the sextupole field components intrinsic in the
injection bump magnets [11].

As shown in Fig. 9, four sets of same-type pulsed di-
pole magnets, SB1-4, are utilized for forming a horizontal
injection orbit bump of 93 mm; they are excited over 0.5
ms for multiturn injection and then sharply turned down
within the next 0.35 ms. Figure 10 shows the measured
field distributions of the SB 1, 2, 3, and 4 [12, 13]. In this
figure, one can clearly see that each SB has a significant
sextupole component.

Ideally, the SBs generate the same magnetic field dis-
tribution except polarity. That is, the SB fields including
the high-order field components cancel with each other
through the integration over the SB1-4. In such an ideal
case, the SB fields have no significant influence on the
beam. But the actual situation is different from that. As
shown in Fig. 9, the SBs are installed very close to each
other. Besides, the distances of SB1-2 (SB3-4) and SB2-3
are different. Also, the SB1 and SB4 are very close to the
quadrupole magnets. Due to such actual situations, each
SB has a different magnetic interference with each nearby
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Figure 9: Schematic of the injection area.
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Figure 11: Numerical simulation results; (a) scatter plot of
the horizontal tune and the horizontal action, and (b) tune
footprint, calculated at the end of injection, where the
particles painted red correspond to the beam halo particles
found in (a).

component. Therefore, the actual field distributions of the
SBs are not identical. In the actual beam operation, the
SB fields are adjusted so that their dipole field compo-
nents are compensated through the integration over the
SB1-4. But, as to the higher-order field components, such
a field compensation is incomplete due to the effects of
the magnetic interferences. The residual sextupole com-
ponent (K,=0.012 m2), not cancels, excites the 3rd-order
betatron resonance, 3vx=19.

Figure 11 (a) and (b) show the 2d plot of the horizontal
tune and horizontal action and the tune footprint, calculat-
ed at the end of injection. In this figure, one can find that
a horizontal beam halo is generated on the 3rd-order reso-
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nance. This horizontal beam halo is the main cause of the
residual beam loss. To correct the 3rd-order resonance, we
need at least two sets of additional sextupoles with indi-
vidual power supplies. But they are not urgent, because
the residual beam loss is already small sufficiently.

Demonstration of 1 MW Beam Operation

The amount of the residual beam loss in the 1-MW
beam operation is as low as the order of 1073, It is concen-
trated in the injection energy region, most of which is
well localized at the collimator section. Under this condi-
tion, we performed a ~2-day continuous 1-MW beam
operation at 25 Hz for users right before the summer
maintenance period in 2020. During this beam operation,
no serious issues were found. Besides, no unexpected
increases in the residual radiation levels were found; the
machine activations in the RCS were still maintained at
sufficiently low levels of <80 uSv/h at the injection area,
<350 uSv/h at the collimator area, and <3 uSv/h at the
high dispersion area, which were measured at 30 cm, 5
hours after the beam stop. Now we can say the accelerator
itself including the linac is ready for the routine 1-MW
beam operation.

Extracted at 0.8 GeV 3GeV

12 |

10 | Injection pulse length
— 0.1 ms (250 kW-eq.)
— 0.2ms

— 0.3 ms

— 0.4 ms

— 0.5 ms

— 0.6 ms (1.5 MW-eq.)

Circulating beam intensity (X 10?%)

:
175 20

75 10
Time (ms)

12,5 15

Figure 12: Experimental results; circulating beam intensi-
ties from injection to extraction.

1.5-MW BEAM TEST

The successful achievement of the low-loss 1-MW
beam operation opened the door to further beam power
ramp-up beyond 1 MW [4, 5].

We have recently performed a further high-intensity
beam test by increasing both injection peak current
(50 mA to >60 mA) and injection pulse length (0.5 ms to
0.6 ms). The beam intensity reached 1.26 X 10'* particles
per pulse, which corresponds to 1.5 MW at 3 GeV and
25 Hz. Due to the limitation of the ring RF system, the
full acceleration of up to 3 GeV was not reached, but we
achieved a 0.8 GeV acceleration for the high-intensity
beam. Beam loss usually occurs for low energy region
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below 0.8 GeV, so that we were able to complete suffi-
cient beam loss studies even under the limited situation.

Figure 12 shows the result of the high-intensity beam
test, showing the circulating beam intensity from injection
to extraction, where the red one shows the maximum
beam intensity which corresponds to 1.5 MW. In this
figure, one can find that there is no significant beam loss;
it’s almost flat from injection to extraction. The beam loss
in the low energy region, which was the most concern,
was successfully reduced to the order of 10~ even for the
1.5-MW-equivalent high-intensity beam.

25

20
S .
> 15[ Beam loss limit
‘_8 (Collimator capacity: 4 kW)
E 10
[
M

5

OF--@0—@—@ """~ e I —

0.75 1 125 15 1.75 2 225 25 275 3 3.25

Beam power (MW)

Figure 13: Numerical simulation results; intensity de-
pendence of beam loss from 1 MW to 3-MW-equivalent
intensity.

To realize the actual 1.5-MW beam operation, we need
several hardware upgrades, such as the upgrade of the
ring RF system [14]. But this experiment clearly demon-
strated that the J-PARC RCS has a sufficient potential to
realize a higher-power beam operation beyond 1 MW.
The numerical simulation, which is displayed in Fig. 13,
also supports the experimental result; it suggests the pos-
sibility of a low-loss 2-MW beam operation [5]. Looking
ahead to future upgrades of J-PARC including the con-
struction of the second target station, we will continue
high-intensity beam studies aiming for a 1.5-2 MW beam
power.

SUMMARY

We are still in the course of gradually increasing the beam
power to 1 MW while carefully monitoring the durability
of the neutron production target, but the accelerator itself
is ready for the routine 1-MW beam operation. By contin-
uous efforts for beam loss mitigation including several
hardware improvements, we have recently established a
I-MW beam operation with considerably low fractional
beam loss of the order of 1073, This beam loss amount
corresponds to <1/10 the typical value in the previous
high-intensity proton synchrotrons. This achievement of
the low-loss 1-MW beam operation opened the door to
further beam power ramp-up beyond 1 MW. We are now
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developing high-intensity beam tests toward achieving a
1.5-MW beam power or more with promising results.
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DEVELOPMENT OF AN INJECTION-PAINTED SELF-CONSISTENT
BEAM IN THE SPALLATION NEUTRON SOURCE RING

A. Hoover, University of Tennessee, Knoxville, U.S.A.

N. J. Evans®

Abstract

A self-consistent beam maintains linear space charge
forces under any linear transport, even with the inclusion
of space charge in the dynamics. Simulation indicates that
it is possible to approximate certain self-consistent distri-
butions in a ring with the use of phase space painting. We
focus on the so-called Danilov distribution, which is a uni-
form density, rotating, elliptical distribution in the transverse
plane and a coasting beam in the longitudinal plane. Paint-
ing the beam requires measurement and control of the orbit
at the injection point, and measuring the beam requires re-
construction of the four-dimensional (4D) transverse phase
space. We discuss efforts to meet these requirements in the
Spallation Neutron Source (SNS) ring.

INTRODUCTION

We define a self-consistent beam as one that maintains
linear space charge forces under any linear transport, even
with the inclusion of space charge in the dynamics. Several
desirable properties stem from the linearity of the space
charge force: the emittance is conserved, the space charge
tune shift is minimized, and the space charge tune spread is
eliminated. An ongoing project is to determine whether a
self-consistent beam can be approximated in reality.

Various self-consistent distributions were derived in [1];
of particular interest for our purposes is the so-called Danilov
distribution, which is a uniform density ellipse in the trans-
verse plane and a coasting beam in the longitudinal plane.
Particles in the distribution occupy elliptical modes so that
the four-dimensional (4D) transverse emittance vanishes.
Equivalently, one of the intrinsic emittances &1, vanishes
depending on the sign of the angular momentum [2]. The
intrinsic emittances are conserved even with space charge,
but the apparent emittances &, , are not [3].

In the linear approximation, it is possible to create an ap-
proximate Danilov distribution in a circular machine using
phase space painting. This can be done by moving the in-
jection coordinates along an eigenvector of the ring transfer
matrix with square root time-dependence. In other words,
V2J Re {ve ”‘} Vi,

x(1) = )

where x = (x,x’,y,y’) is the phase space location of the
injection beam in the frame of the circulating beam, J is
an amplitude, u is a phase, v is an eigenvector of the ring
transfer matrix, and ¢ is a time variable normalized to the
range [0, 1]. We call this elliptical painting. The turn-by-
turn projection of the eigenvector onto any 2D subspace
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Figure 1: ORBIT simulation of elliptical painting in the SNS
ring. Bottom left: 2D projections of the final 4D phase space
distribution. Top right: emittance growth during injection.

of the 4D phase space will trace an ellipse, and the square
root time-dependence ensures the uniform density of the
projected distributions at all times. Since the particles lie
along an eigenvector, the intrinsic emittance associated with
the other eigenvector will be zero. We note that performing
this method in an uncoupled lattice results in a flat beam
(ex = 0 or &, = 0) unless the horizontal and vertical tunes
are equal.

Simulations suggest that the various conditions required
for elliptical painting to produce a self-consistent beam
will approximately hold in the Spallation Neutron Source
(SNS) [4]. Figure 1 shows the results of one such simula-
tion. The core of the final 1D projections resemble those of
ideal elliptical projections, and it can also be seen from the
linear emittance growth and constant/small &, that the beam
remains reasonably close to a Danilov distribution during
injection.

Several steps were necessary to achieve this simulated re-
sult. First, the painting path was chosen to follow a line in the
x-y’ plane. Deviation from this path was found to increase
beam losses due to machine specifics. Additional motivation
for x-y’ painting comes from study of the beam envelope
equations in [3]. The beam tilts throughout the ring, but the
matched solution with space charge is upright at locations
where @ = 0 such as the injection point. A tilted beam at
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these locations leads to severe mismatch oscillations due to
linear coupling from space charge. Second, the apparent
emittances were kept nearly equal, again in consideration of
the matched beam. Third, the ring RF cavity voltages were
decreased to better approximate a coasting beam. Fourth,
the beam energy was lowered to 0.6 GeV to increase the
effective kicker strength; the number of injected turns was
decreased to 300 to compensate for the resulting increase
in space charge strength. Fifth, orbit corrector dipoles in
the injection region were used to assist the vertical kickers.
With these settings, a maximum vertical slope of 1.7 mrad
was reached. Finally, a solenoid magnet was added to the
ring to mitigate the effect of fringe fields near the difference
resonance vy — v, = 0 by splitting the eigentunes of the ring
transfer matrix.

In the rest of this paper, we report on the development of
tools at the SNS to (a) measure and control the orbit in the
injection region and (b) measure the 4D phase space of the
painted beam. We then present initial experimental results.

RING INJECTION CONTROL

The closed orbit in the injection region is controlled by
varying the current in eight independent dipole kicker mag-
nets — four in each plane. Each magnet is given a square
root waveform; what remains is to determine the initial/final
voltages to produce the desired phase space coordinates at
the injection point. An OpenXAL application was developed
to this end [5].

The positions and angles at the injection point are esti-
mated in the following way. A single minipulse from the
linac is injected and stored in the ring with the kicker mag-
nets at a constant voltage and a turn-by-turn signal is col-
lected from a beam-position-monitor (BPM) in the ring.
The average signal over multiple minipulses is fit with a
Gaussian-damped sinusoid of the form [6]:

x(1) = Ag + Ae*"” cos (u + o), )
where ¢ is the turn number. The parameter A gives the beta-
tron amplitude, u /27 gives the fractional tune, and g gives
the particle phase at the BPM. The phase space coordinates
at the injection point are recovered by combining these pa-
rameters with the linear ring model. This is repeated for
each BPM to give an estimated mean and standard deviation
of the phase space coordinates at the injection point. An
example fit is shown in Fig. 2.
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Figure 2: Turn-by-turn BPM signal fit with Eq. (2).
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The next issue is how to control the phase space coordi-
nates at the injection point. Each kicker magnet is calibrated
by applying a voltage difference to the magnet and measur-
ing the orbit response using the ring BPMs; the angular kick
associated with the magnet is varied until the model orbit
agrees with the measured orbit. It was also found that slight
quadrupole corrections are necessary for the model to agree
with measurements. The standard deviation of the measured
phase space coordinates is small after this calibration. One
can then ask the model for a change in coordinates, update
the kickers accordingly, and measure the new coordinates,
iterating if necessary.

The kicker magnets have limited strengths and are unipo-
lar, which limits the minimum distance from the and the
maximum angle at the injection point. In fact, the closed
orbit cannot reach the foil at production energy (1 GeV).
As mentioned previously, the beam energy can be lowered
to increase the effective kicker strength; however, this is
a significant task for SNS operators due to issues related
to the SNS timing system. Attempts to lower to 0.6 GeV
were unsuccessful, but an energy of 0.8 GeV was recently
achieved. The use of orbit corrector dipoles to assist the kick-
ers is complicated by the fact that the correctors are turned
on during production, so their variation leads to significant
closed-orbit waves throughout the ring. The use of orbit
correctors is left as a future optimization.

FOUR-DIMENSIONAL PHASE SPACE
MEASUREMENT

Determining how closely a painted beam resembles a
Danilov distribution requires measurement of the 4D trans-
verse phase space distribution. A direct measurement such
as a slit-scan is not possible, so the phase space distribution
must be reconstructed from lower-dimensional projections.

Reconstruction from 1D Projections

The transverse covariance matrix can be reconstructed
1D projections by estimating the (xx), (yy), and {(xy) mo-
ments at four or more locations or optics settings [7,8]. Four
reliable wire-scanners are available to perform this measure-
ment in the ring-target beam transport (RTBT) section of the
SNS, just before the target, each equipped with a horizontal,
vertical, and diagonal wire. The wire-scanners can be run
in parallel in approximately five minutes. The optics in the
RTBT can be changed, but there are several constraints. First,
the S functions must be kept reasonably small throughout the
RTBT to minimize beam loss. Second, the beta functions at
the target must be kept at their nominal values. Third, con-
trol of the optics between the wire-scanners is limited by the
fact that two power supplies control the eight quadrupoles
in the measurement region.

We tested the method on a production beam by scanning
the phase advances at WS24 (the last wire-scanner in the
group) in a 30-degree window over ten steps. At each step,
the two power supplies (eight quadrupoles) upstream of
'WS24 were varied to obtain the correct phase advances, then
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five quadrupoles downstream of WS24 were varied to reset
the S functions at the target. The results are shown in Fig. 3.
The colored lines are defined by x = +/{(xx) at the wire-
scanners transported back to the reconstruction location.
The coordinates are normalized by the reconstructed Twiss
parameters.

Errors can appear in the transfer matrix elements or mea-
sured moments. Errors in the measured moments are ex-
pected to be small since there is very little bunch-to-bunch
variation in the profiles, while the correlation between x and
y could have a larger error since it is calculated indirectly. Er-
rors in the transfer matrix are also expected to be small since
the reconstruction location is close to the wire-scanners. We
use the standard deviations of the ten reconstructed moments
obtained from the linear least squares estimator in our anal-
ysis and propagate these to obtain the uncertainties in the
beam parameters [9]. The reconstructed Twiss parameters
are close to the model parameters computed from the linear
transfer matrices of the ring and RTBT. The intrinsic emit-
tances are almost equal to the apparent emittances, showing
that there is very little cross-plane correlation in the beam.

We found that two measurements (eight profiles) pro-
duced nearly the same values and uncertainties as the entire
scan, but that the reconstruction failed when using only one
measurement (four profiles), producing imaginary intrinsic
emittances. This is a known problem; certain optics be-
tween wire-scanners lead to an ill-conditioned system of
equations [10]. To solve this problem, we varied the phase
advances at WS24 and recorded the number of failed fits
from a Monte Carlo simulation at each setting. This revealed

—— RTBT_Diag:WS20 —— RTBT_Diag:WS21
RTBT_Diag:WS23 —— RTBT_Diag:WS24

Parameter Measurement Model
Bx [m/rad] 22.06 +0.29 22.00
By [m/rad] 4.01 £0.02 3.81
ay [rad] 2.33 +0.04 2.37
ay [rad] -0.49 = 0.01 -0.60
£1 [mm mrad] 33.02 £ 0.05 -
&7 [mm mrad] 25.67 £1.03 -
£y [mm mrad] 32.85 £ 0.05 -
&y [mm mrad] 25.87 £0.12 -

Figure 3: Reconstructed beam parameters and graphical
output from the multi-optics emittance measurement of a
production beam.
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that the measurement sensitivity can be made tolerable by
changing the horizontal(vertical) phase advance at WS24 by
45(-45) degrees.

Reconstruction from 2D Profiles

The SNS target nose is prepared with a luminescent
Cr:Al203 coating that allows imaging of the beam distribu-
tion on the target [11]. The target imaging system is immedi-
ately useful for our purposes to verify the shape, density, and
tilt of the painted beam, especially relative to a production
beam. It is also possible to vary the phase advances from a
point upstream of the target to the target, which effectively
shows a 2D projection of the distribution at different "an-
gles" in 4D phase space. Tomographic methods could be
employed to reconstruct the 4D phase space distribution us-
ing these 2D projections [12]. We are currently determining
the feasibility of this approach.

INITIAL RESULTS

We first discuss the 4D phase space measurement of a
production beam for later comparison. The SNS operates
at 1 GeV during neutron production and employs correlated
painting with an initial offset of the closed orbit from the foil
[13]. We used the same painting waveforms but decreased
the painting time so that only 500 minipulses are injected in
instead of 1000; i.e., the final beam is the same size but half
the intensity. We are free to extract and measure the beam at
any point during injection; we chose to collect measurements
every 50 turns.

The wire-scanner measurements and reconstructed emit-
tances are displayed in Fig. 4. The initial orbit offset from
the foil is evident in the hollow wire-scanner profiles. The
reconstructed emittances indicate very small cross-plane
correlation throughout injection. Since in these cases the
cross-plane moments are solved for exactly using four wire-
scanners, we cannot use the uncertainty estimate from linear
least squares for the intrinsic emittances; instead, we use the
worst case from Fig. 3 of approximately 4% uncertainty.

We now discuss our first attempt at elliptical painting. The
beam energy was lowered to 0.8 GeV to reach the closed
orbit to the foil, and the ring tunes were then set equal at 6.18.
With these machine settings, a maximum vertical slope of
1.1 mrad was attained, and we chose to paint to a maximum
horizontal position of 20 mm over 500 turns. The bunch
length was set to approximately half of the ring length, and
the ring RF cavities were left untouched. The measurement
from Fig. 4 was then repeated. The results are displayed in
Fig. 5.

The measured apparent emittances increase linearly from
near zero as intended, and the wire-scanner profiles are no
longer hollow. There is a small amount of cross-plane corre-
lation present during injection, but the 4D emittance is not
close to zero. The wire-scanner profiles are also somewhat
peaked as opposed to the elliptical profiles that would be
present in a uniform density elliptical beam. The measured
Twiss parameters are not the same as the model Twiss pa-
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Figure 4: Measured beam during correlated painting. Top:
measured wire-scanner profiles after injection. Middle:
measured beam moments during injection. Bottom: recon-
structed emittances during injection.

rameters; this is expected for higher space charge since the
beam Twiss parameters will adjust to the matched solution
with space charge in the ring.

The left column of Fig. 6 shows a simulation of this case
using PyORBIT [14]. The cross-plane correlation is largely
eliminated by fringe fields early on; however, the intrinsic
emittances split around turn 100 and remain significantly
different than the apparent emittances for the rest of injec-
tion. It is known from previous studies that the space charge
force in an elliptical beam has a stabilizing effect similar
to solenoid fields. Although blurred, the x-y’ projection of
the distribution has a higher density along the painting path.
The reason for the disagreement between this simulation and
our measurements is under investigation.

Several modifications could bring the painted beam closer
to a self-consistent state. The first is to decrease the space
charge strength by increasing the painted emittances and/or
decreasing the beam intensity. It is evident from the simu-
lated emittance growth in the second half of injection that
the space charge effect on the beam is quite strong. There
is no limit on the horizontal emittance since it is increased
by lowering the kicker voltages, but the vertical emittance
is fixed unless the orbit corrector dipoles provide additional
help. Although it is undesirable to greatly separate the hor-
izontal and vertical emittances, simulation indicates that
increasing X, from 21 mm to 31 mm has a positive effect.
As seen in the right column of Fig. 6, £, remains nearly con-
stant during the second half of injection, and the final x-y’
projection is clustered along the painting path. A second
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Figure 5: Measured beam during elliptical painting. Top:
measured wire-scanner profiles after injection. Middle:
measured beam moments during injection. Bottom: recon-
structed emittances during injection.

possible improvement is to insert a solenoid magnet in the
ring to mitigate fringe field effects; this is planned to occur
in early 2022. A third possibility is to modify the ring RF
voltages and bunch length to better approximate a coasting
beam.

CONCLUSION

Several issues have been resolved in our project to create
an approximately self-consistent beam in the SNS ring. First,
an application has been developed to measure and control
the closed orbit at the injection point. Second, a method
to reconstruct the transverse covariance matrix from 1D
projections has been implemented and the optics have been
modified to minimize the measurement time. Third, the
SNS energy has been lowered to inject particles directly
onto the closed orbit. Elliptical painting has been carried out
and compared with simulation and with correlated painting.
Although the resulting beam is distinguishable from a normal
production beam, it does not exhibit the desired relationships
between the phase space coordinates; however, modifications
to both the lattice and painting parameters have the potential
to provide a significant improvement in future experiments.
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Abstract

Bent crystals can deflect charged particles by trapping
them within the potential well generated by neighboring
crystalline planes and forcing them to follow the curvature
of the crystal itself. This property has been extensively stud-
ied over the past decade at the CERN accelerator complex,
as well as in other laboratories, for a variety of applica-
tions, ranging from beam collimation to beam extraction
and in-beam fixed target experiments. In 2018, crystal colli-
mators were operationally used for the first time at the Large
Hadron Collider (LHC) during a special high-8* physics
run with low-intensity proton beams, with the specific goal
of reducing detector background and achieving faster beam
halo removal. This paper describes the preparatory studies
carried out by means of simulations, the main outcomes
of the special physics run and plans for future uses of this
innovative collimation scheme, including the deployment of
crystal collimation for the High-Luminosity LHC upgrade.

INTRODUCTION

The CERN Large Hadron Collider (LHC) is routinely used
to accelerate and collide high-intensity proton beams [1].
Throughout Run 2 (2015-2018), it was operated at a top en-
ergy of 6.5 TeV, with typical beam populations of a few 104
protons per beam. In addition to the high-intensity, high-
energy operation, special runs with dedicated machine and
beam configurations were also performed in order to achieve
specific experimental conditions.

In October 2018, one of the aforementioned special runs
was carried out at the injection energy of 450 GeV, using
low-intensity beams (up to about 6 - 10'! protons per beam)
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and a special optics with a g* (i.e. the optical function
at the Interaction Points, IPs) larger than in normal opera-
tion. This special run was requested by the forward physics
community to measure the proton-proton elastic cross sec-
tion and extrapolate its nuclear part towards low values of
momentum transfer [2]. Dedicated detectors housed in mov-
able Roman Pots (XRPs) [3] are transversely placed very
close to the circulating beams in order to intercept particles
scattered at small angles as result of collisions with low
momentum transfer at the IP. Two sets of XRP stations are
installed downstream of IP1 and IP5, and are operated by the
ATLAS (ALFA) [4] and TOTEM [5] collaborations respec-
tively. Only the vertical two-sided stations, whose layout is
schematically illustrated in Fig. 1, were used for this run.

B7LI1 A7L1 ALFA A7R1 B7R1
2457 m 237.4m  distance from IP1 2374 m 2457 m
B6L5 D6L5 TOTEM D6R5 B6R5
220.0 m 213.0m  distance from IPS 213.0m 220.0 m
XRP XRP >< XRP XRP
IP[1/5]

Beam 1 Beam 2

Figure 1: Illustrative layout of the vertical ALFA and
TOTEM XRPs stations around IP1 and IP5 [6].

The setup of this run posed several challenges from the
accelerator physics point of view, requiring the design of ded-
icated beam optics [7] and collimation settings [8]. While
machine protection requirements were relaxed thanks to the
low stored beam energy of about 40 kJ (with respect to the
stored energy of 350 MJ in nominal operation), the back-
ground induced at the detectors would have been intolerable
without a dedicated halo collimation system. The feasibility
of tight collimator settings necessary to position the XRPs
as close as possible to the beam was identified as a major
concern for the success of the run. In the standard LHC col-
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limation system [9—11], multiple stages of amorphous colli-
mators installed in two dedicated Insertion Regions (IRs) are
used to progressively outscatter halo particles in a multiturn
cleaning process. However, an innovative technique which
makes use of crystal collimators has been extensively studied
as a way to improve the efficiency of the LHC collimation
system, promising a faster cleaning process via a reduced
multiturn halo population [12]. The peculiar needs of this
special physics run provided an ideal scenario for the first
operational use of crystal collimation at the LHC.

CRYSTAL COLLIMATION AT THE LHC

Atoms in a crystal are arranged in a highly ordered micro-
scopic structure, called a crystalline lattice. If the crystal is
well oriented with respect to the trajectory of an impinging
charged particle, the lattice is seen as a sequence of ordered
planes of atoms. A particle impinging onto the crystal with
specific impact conditions can then be trapped inside the
electrostatic potential well generated by two neighboring
planes and forced to travel in the nearly empty space be-
tween them for the full length of the crystal. This process is
called planar channeling. If a particle is channeled by a bent
crystal, its trajectory will be forced to follow the curvature
of the crystalline planes. A few millimeter long crystal can
thus be used to efficiently steer beam halo particles by tens
of purad, an effect corresponding to that of a magnetic field
of hundreds of Tesla over the same length at nominal LHC
beam energies. In a crystal-based collimation system, bent
crystals are used as the primary collimation stage and deflect
beam halo particles towards a single absorber, as schemati-
cally shown in Fig. 2. This innovative technique has been
studied over the past decade to improve the performance of
the LHC collimation system in view of its High-Luminosity
upgrade (HL-LHC) [13-16], in particular for operation with
nominal heavy-ion beam intensities.

Absorber

Bent crystal

Secondary halo

Circulating
beam

Figure 2: Schematic representation of the working principle
of a crystal-based collimation system [6].

A test stand consisting of four silicon crystal collima-
tors, two per beam and one per plane, is presently installed
in the betatronic collimation Insertion Region (IR7) of the
LHC [17]. The two vertical crystals used in the special
physics run are provided by the UA9 collaboration and built
at the Petersburg Nuclear Physics Institute (PNPI). Each crys-
tal is mounted on a high-resolution goniometer, equipped
with a piezo actuator and a stepper motor for the rotational
and linear stage, respectively. The same high-performance
motors with 5 um resolution developed for standard LHC
collimators are used for the linear movement. The piezo
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Table 1: Settings (in Beam o) of Relevant Vertical Collima-
tors for Different Configurations at Injection Energy

Special Special
Collimator IR Nominal Run Run
Standard Crystal
TCTPV.4[R/L]1.B[1/2] 2 13.0 2.7 13.0
TCTPV.4[R/L]15.B[1/2] 5 13.0 2.7 13.0/2.7
TCP.D6[R/L]7.B[1/2] 7 5.7 3.2 3.2
TCPCV.A6[L/R]7.B[1/2] 7 OUT ouT 2.5
TCLA.A6[R/L]7.B[1/2] 7 10.0 2.5 2.7
TCLA.C6[R/L17.B[1/2] 7 10.0 2.7 2.7
TCTPV.4[R/L]18.B[1/2] &  13.0 2.7 13.0
TCTPV.4[R/L]1.B[1/2] 1  13.0 27 2.7/13.0

actuator provides an angular resolution below 0.1 prad and
an accuracy below 1 prad [18]. These parameters are neces-
sary in order to achieve and maintain channeling conditions
throughout the entire machine cycle, as the channeling accep-
tance at LHC energies varies from about 9.5 prad at 450 GeV
to about 2.5 prad at 7 TeV.

PREPARATION OF
THE SPECIAL PHYSICS RUN

Dedicated settings for the LHC collimation system were
devised in order to comply with the specific goal of reducing
the background rate at the XRPs, placed close to the beams
with an opening of 3 ¢ (where ¢ is the r.m.s. beam size,
assuming a Gaussian distribution and normalized emittance
g* = 3.5um). The nominal settings of vertical primary
(TCP), absorber (TCLA), tertiary (TCT) and crystal (TCPC)
collimators for normal operation at injection are reported in
Table 1 in units of ¢, along with the two schemes developed
for the special run.

In what will be referred to in the following as the standard
scheme, tungsten collimators (TLCAs and TCTs) are de-
ployed in a two-stage hierarchy characterized by the tightest
normalized settings ever used in the LHC [8]. In particular,
a 0.2 o retraction is present between the primary and sec-
ondary stage, with an additional 0.3 ¢ retraction between
the secondary stage and the XRPs. Tungsten collimators
were chosen because of their higher absorption efficiency
compared to all other collimators.

The crystal scheme was developed in parallel as an alterna-
tive way to achieve possibly even lower background rates [6].
The same settings as the standard scheme were taken as a
starting point, but using a bent crystal as the primary stage.
These settings were then optimized to relax margins and
reduce the risk of small orbit drifts breaking the collimation
hierarchy, while also improving the overall performance.

Semianalytic studies were carried out to evaluate if the
channeled halo could be intercepted by the secondary stage
even in these extreme conditions, by calculating the tra-
jectory of deflected particles using the transfer matrix for-
malism. The final layout was then validated by complete
multiturn tracking simulations performed with SixTrack, a
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Figure 3: Beam intensity in fills performed during the special physics run. Crystal collimation fills are marked by * [6].

single-particle tracking code widely used at CERN for sim-
ulating beam dynamics in circular accelerators [19-23]. A
dedicated Monte-Carlo simulation routine within SixTrack
models the interaction between proton beams and crystal
collimators [24-27]. This setup allowed the expected back-
ground at the XRPs and the improvement provided by crys-
tals compared to standard collimation to be estimated.

An initial test run was carried out on 2 October 2018,
during which promising results were obtained with both
collimation schemes. In particular, the reference linear and
angular positions to maximize the channeling performance
were found for both crystals, allowing their deployment in
operation interleaved with standard collimation settings.

PERFORMANCE DURING
THE SPECIAL PHYSICS RUN

The special physics run took place from 11 to 13 October
2018 with 450 GeV proton beams. After a first setup fill to
validate the results obtained in the initial tests, two physics
fills were dedicated to data taking with the standard and crys-
tal collimation schemes, respectively. A preference for the
standard scheme was expressed by ALFA, while TOTEM
had better data quality with the crystal scheme but was also
satisfied with the standard scheme. Thus, it was initially
decided to keep the standard scheme for the subsequent fills.
However, after four fills, it was necessary to recenter some
of the collimators in order to keep the very tight margins
between the primary and secondary collimation stages. As
a result of this operation, the data quality for TOTEM was
significantly worsened in the following fills. It was then de-
cided to use the crystal scheme for two final fills, interleaved
by a fill dedicated to ALFA using the standard scheme. A
total of nine and three fills were carried out using the stan-
dard and crystal schemes, respectively. The beam intensity
during each fill is shown in Fig. 3.

During each fill using the standard scheme, the back-
ground on the XRPs was observed to increase over time
up to values that could have jeopardized the measurement.
As a result, it was necessary to perform a rescraping of the
beam — a deep cut of the beam tails down to 2 o, as done
at the beginning of every fill — about once every hour. The
tungsten collimators are inserted towards the beam in or-
der to dispose of the accumulated multiturn beam halo and
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bring the background rate down to a satisfactory level. Dur-
ing this operation, the ALFA XRPs needed to be retracted
from the beam due to concerns for radiation to electronics.
Thus, the whole procedure took about 6 minutes each time.
The rescrapings can be seen in Fig. 3 as decreasing steps in
beam intensity during fills which make use of the standard
scheme. In the fills using the crystal scheme, on the other
hand, the background rate was observed to increase much
more slowly and no rescraping was needed, leading to a
10% more efficient data taking. Furthermore, crystals were
quickly deployed using an automated sequence to insert them
directly in optimal channeling using the reference positions
and orientations identified during the test run. A quick check
was nevertheless performed after each insertion, confirming
that the crystals could reliably be deployed. These oberva-
tions are an important milestone, showing the efficiency of
the current crystal collimator hardware and controls.

o) E I simulation
6 —o— Measurement |
lap =
= E
75} E
s F
5 =
e
2 1=
g E
[ r
-1
10 B6L5 DOLS D6RS BORS B7L1 A7LI A7RI B7RI

Figure 4: Comparison of the measured and simulated back-
ground ratio at the XRP stations [6].

The beam-related background with the two schemes was
evaluated using non-colliding bunches, in order to remove
the contribution of physics background coming from colli-
sions. High-sensitivity data provided by ALFA and TOTEM
were used to quantify the observed background rate. The
ratio between the background measured with the crystal
and standard system at the XRP stations is in very good
qualitative and quantitative agreement with simulations, as
shown in Fig. 4. The background rate is directly linked to the
multiturn halo, formed by particles that keep circulating in
the machine after their first interaction with the collimation
system. These particles need to be absorbed as quickly as
possible to achieve efficient cleaning. A dedicated simula-
tion campaign showed that 99% of the particles impacting on
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Figure 5: Measured background hit pattern at the TOTEM XRP stations using standard (a) and crystal (b) collimation [6].
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Figure 6: Measured background hit pattern at the ALFA XRP stations using standard (a) and crystal (b) collimation [6]. £
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a crystal primary collimator are absorbed by the collimation
system in the same turn, while this percentage is reduced to
only 66% for a standard primary collimator. The observed
performance provides evidence for the faster halo removal
achievable with crystals. More details can be found in [6].

Figures 5 and 6 show the background hit pattern measured
with non-colliding bunches at the TOTEM and ALFA XRPs
respectively, using the two collimation schemes. In both
cases, the observed pattern is in very good agreement with
simulations [6]. In particular, structures due to the multiturn
halo hitting the detector edges facing the beam are signif-
icantly suppressed when crystals are used. This enabled
efficient offline event reconstruction and an improved data
quality for TOTEM. For ALFA, however, the hit pattern on
the Beam 2 XRPs when crystals are used is more focused on
the central region, where the physics signal is expected, lead-
ing to a less efficient offline background subtraction. This
problematic feature of the background distribution was not
identified during preliminary studies as the main focus was
the optimization of the background rate, rather than the hit
pattern. A full offline analysis showed that the irreducible
background is increased from about 0.5% with the standard
scheme to about 1.5% with the crystal scheme, which is still
satisfactory for the measurement. Nevertheless, a dedicated
simulation campaign was carried out after the physics run
in order to understand this behavior and investigate possible
mitigation solutions. The source of the hit pattern was found
to be particles that undergo dechanneling after hitting the
crystal in IR7 and bypass the secondary stage because of
the lower deflection acquired. These particles then circulate
in the machine for about 10 turns before hitting a tungsten
collimator in IR3. A fraction of these particles escape the
collimator and finally hit the ALFA XRPs in Beam 2 on the
same turn. The peculiar shape of the hit pattern is related to
the fractional betatron phase advance between the collimator
and the XRPs. Simulations show that retracting the IR3 colli-
mator would have removed the problematic distribution and
led to an even larger background rate reduction for ALFA,
while the gain would have been reduced for TOTEM. More
details can be found in [6].

FUTURE PROSPECTS OF
CRYSTAL COLLIMATION

The performance achieved by the crystal scheme in the
special physics run is a crucial milestone, proving the ma-
turity and reliability reached by this innovative collimation
technique, as well as by the associated hardware and control
systems. Furthermore, the good qualitative and quantita-
tive agreement between observed results and simulations is
a good indicator of the accuracy of the currently available
tools. The predictive power of simulations could make it pos-
sible to achieve even better performance should this scheme
be defined as baseline for future low-intensity special runs.

The main challenge for the use of crystal collimation in op-
eration with high-intensity proton beams is the safe disposal
of the power from channeled halo particles that can reach
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up to S00kW, requiring the design of a special absorber.
However, much lower power depositions are expected with
high-intensity ion beams, allowing the channeled halo to be
safely intercepted with a standard secondary collimator [28].
The good outcome of the special physics run and the demon-
stration of the cleaning improvement provided by crystal
collimation with Pb ion beams [15] were key ingredients in
the decision to include crystal collimation in the HL-LHC
upgrade baseline programme for use in operation with ion
beams starting in Run 3 [29, 30].

Bent crystals are highly versatile tools that lend them-
selves to a variety of purposes aside from collimation, in-
cluding advanced techniques of beam extraction and manip-
ulation, as well as applications to fixed target experiments
currently studied in the Physics Beyond Colliders frame-
work [31-33]. The outcome of this special physics run
shows that crystals can be deployed safely and efficiently in
these highly specialized scenarios.

CONCLUSIONS

Crystal collimation was used in operation at the LHC for
the first time during a special high-8* physics run. Crys-
tals were aligned during preparatory tests and automatically
deployed in channeling orientation during the physics fills.
Data provided by the ATLAS (ALFA) and TOTEM col-
laborations show that the experimental background at the
detectors was significantly reduced thanks to the faster halo
cleaning process provided by the crystal collimation scheme.
This led to a more efficient data taking and an improved
data quality with respect to the standard collimation scheme.
Additional simulation studies show that the background hit
pattern could be improved by adjusting the settings of other
collimators, leaving room for further optimization in view
of future runs. The good performance achieved in this run
was a crucial milestone demonstrating the maturity reached
by this innovative collimation scheme, as well as that of the
associated hardware and control system, allowing bent crys-
tals to be safely and efficiently used for beam manipulations
in state-of-the-art machines such as the LHC. This opens the
way for more synergies between accelerator and high-energy
physics, and, along with the demonstrated cleaning perfor-
mance with high-intensity ion beams, was a contributing
factor in the decision to include crystal collimation in the
baseline for the next runs of the LHC and HL-LHC.
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IMPROVEMENT OF CAPTURE RATIO FOR AN X-BAND LINAC BASED
ON MULTI-OBJECTIVE GENETIC ALGORITHM*
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Huazhong University of Science and Technology, Wuhan, China

Abstract

Electron linear accelerators with an energy of ~MeV are
widely required in industrial applications. Whereas minia-
turized accelerators, especially those working at X-band,
attract more and more attention due to their compact struc-
tures and high gradients. Since the performance of a trav-
eling wave (TW) accelerator is determined by its struc-
tures, considerable efforts must be made for structure opti-
mization involving numerous and complex parameters. In
this context, functional key parameters are obtained
through deep analysis for structure and particle motion
characteristics of the TW accelerator, then a multi-objec-
tive genetic algorithm (MOGA) is successfully applied to
acquire an optimized phase velocity distribution which can
contribute to achieving a high capture ratio and a low en-
ergy spread. Finally, a low-energy X-band TW tube used
for rubber vulcanization is taken as an example to verify
the reliability of the algorithm under a single-particle
model. The capture ratio is 91.2%, while the energy spread
is 5.19%, and the average energy is 3.1MeV.

INTRODUCTION

Electron beams with energy of ~MeV have been widely
applied in life and materials sciences, industrial radiog-
raphy, wastewater treatment, non-destructive testing, and
other fields [1-4]. In recent years, Chiang Mai University
in Thailand has researched applying electron beam of
~MeV to rubber vulcanization. The research on vulcaniza-
tion of rubber was carried out by Chiang Mai University in
Thailand Considering the difference in material thickness
and density, the beam energy is generally 1-4 MeV [5-7].

RF linac is a commonly used scheme to obtain electron
beam of ~MeV, but the traditional S-band accelerator struc-
ture and supporting power sources are relatively large,
which is not suitable for cargo inspection and other occa-
sions requiring accelerator miniaturization [8]. In contrast,
the X-band increases the operating frequency by about
three times, which has the advantages of a high accelera-
tion gradient and compact structure. At present, many ac-
celerator laboratories have developed X-band accelerators
[9-13].

In the design of phase velocity for the TW tubes, it is
often necessary to try repeatedly according to engineering
experience, which is time-consuming and difficult to gain
the optimal performance parameters. In 2002 Deb pro-
posed nondominated sorting genetic algorithm II (NSGA-
1), which has good convergence and diversity in solving
multi-objective problems [14]. Based on NSGA-II, many

* Work supported by National Natural Science Foundation of China
(NSFC) under Project Numbers 11905074.
T TongningHu@hust.edu.cn
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accelerator-related optimization problems have been com-
pleted, such as beam matching and beam transport in the
low and medium energy section of a modern hadron linac
[15], undulator taper profile and focusing scheme of a
seeded free electron laser (FEL) [16], the optimal working
point of a linac driver for a seeded FEL [17], the nonlinear
lattice and dynamic aperture for the high energy photon
source storage ring [18,19].

In consequence, it is of engineering significance to opti-
mize the phase velocity of low-energy X-band TW tubes
by using the multi-objective genetic algorithm. After intro-
ducing the mathematical and physical model of TW accel-
eration structure, NSGA-II is used to obtain the Pareto
front with the goal of high capture ratio and low energy
spread. At last, one of the points in the Pareto front is se-
lected to analyze single-particle motion.

DESIGN CONSIDERATIONS OF
X-BAND LINAC

As mentioned in the last section, MOGA is a good choice
for optimizing the TW tubes. For sake of applying the al-
gorithm better, it is necessary to convert physics problems
into mathematics problems reasonably.

Basic Theory

Designing the TW tubes with the iris-loaded waveguide
structure requires the relationships between the field
strength E and the power P, as a consequence of beam
loading effect must be considered in actual operation, the
relationships should be expressed as follows.

E(z)=\20Z P(z) )
dpd—(z):—Z(xP(z)—IE(z) @

where « is the attenuation factor, Z_is the shunt imped-

ance, z is the longitudinal position in the TW tubes, and
I is the average beam current.

As for Eq. (1) and (2), P is given at the beginning of the
design, & and Z_ are determined by designing the struc-
ture according to the target field strength. ¢ could be di-
rectly obtained by the two-dimensional electromagnetic
field software SUPERFISH, while Z_ could be calculated
by the group velocity v, , the quality factor O , and the an-

gular frequency @, stated as the following.
a= [0
v, 0
The above-mentioned field strength distribution should
be designed according to the quality requirements of the

3)
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output particles. The longitudinal motion of particles under
the field strength is shown as:

dy _

el .
& —WSIH(D (4)
dp _2m) 1 7 (5)
dz A ﬁp \/72_1

where ¥ is the relativistic mass factor, ¢ is the phase, e
is the electron charge, m,c’ is the rest energy of the elec-
tron, A is the radio frequency wavelength, and ﬂp is the
cavity phase velocity.
Preparations for Optimizing Design

As introduced in the last subsection, & and Z_ are cal-
culated by SUPERFISH, while different /3, have different
o and Z_ . The following Fig. 1 shows the 1.5 cell model
at g ,=0.50 in SUPERFISH and the corresponding single-

cavity three-dimensional model.

T € A

i
«

D

Figure 1: 3,=0.50 (a) 1.5 cell two-dimensional model, (b)
three-dimensional model of single-cavity, where D is the
cavity length, a is the iris radius, b is the waveguide radius,
and ¢ is the iris thickness.

As we known, the low-energy linac needs to rely on the
variable ,Bp to achieve particle capture, so the front end of

the TW tubes has a wide variation. Thus, a reasonable de-
sign will be considered about the distribution of S, in the
cavity chain to obtain a higher capture ratio. The applica-
tion of the MOGA can improve the design efficiency, but
the relationship between the parameters needs to be estab-
lished in advance, especially the changes of & and Z|
with 3, .

Taking the initial power of 1 MW and the initial beam
energy of 45keV as an example, to achieve an acceleration
of about 3MeV and a high capture ratio, firstly calculate
the field strength according to Eq. (1) and Eq. (2) for each
cavity, then exit energy and phase could be obtained ac-
cording to Eq. (4) and Eq. (5), which determines capture
ratio and energy spread. As the key parameters, the calcu-
lations for & and Z_ are time-consuming and inconven-
ient because SUPERFISH must be re-called cell by cell in
the programming. The range of /J, is selected as

[0.35,1.11] due to the initial energy of the electrons and
several points of & and Z_ are chose to fit. To improve
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efficiency, the variation of o with ﬂp is expressed by
Gaussian fitting and the variation of Z_with f, is ex-

pressed by polynomial fitting. The expressions are written

as.
+0.8152Y
o =25510exp| — £, +08152
0.3694
+0.5809 )’
+18.73exp| — £,70.3809 (6)
0.6113
+0.8879 Y’
+1.888exp| — £, 708879
2.733

Z, =-132.054+657.31p,*
—1320.58,+1292.75,* —434.43 3 +47.908

Corresponding fitting curves of & and Z, are dis-

()

played in Fig. 2. Obviously, the fitting curves are consistent
with the calculation results of SUPERFISH well. The sum
of squares due to error (SSE) of the attenuation factor is
9.3391x10™ and coefficient of determination R-square is 1,
SSE of the shunt impedance is 0.0046 and R-square is also
1. Since the closer R-square is to 1, the better the data fit,
it is feasible to solve & and Z_ by fitting functions.

— Attenuation factor fitting curve
2 Attenuation factor point obtained by Superfish]

N
T

(2)

Attenuation factor (1/m)
8o w

—

0.7 0.8 0.9 1 1.1
Phase velocity

0.4 0.5 0.6

I~
S

[ [—Shunt impedance fitting curve
| [~ Shunt impedance point obtained by Supetfish

(=) [} (=3
(=] (=] (=)
T T

(b)

Shunt impedance (M2/m)
S
f=]

53
(=]

0.7 0.8 0.9 1 1.1
Phase velocity

04 05 06
Figure 2: Fitting at different phase velocities (a) attenuation
factor, (b) shunt impedance.

Note that, to simplify the structure design and realization,
the same iris radius is used here. Combining previous liter-
ature and engineering experiences [20], the structure of the
six-segment cavity chain is adopted. As the energy of the
electron is lower, the increment of the electron phase ve-
locity Af, to acertain energy increase is larger, so it is rea-

sonable that the number of cavities in each segment gradu-
ally increases while the corresponding variable range of
ﬂp gradually decreases. The initial energy of the electron

MOP01
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is 45 keV, and the corresponding electron phase velocity
B, 15 0.394. Let the variable range of the first segment ﬂp

is around 0.394, then gradually increase the value of each
segment /3, . Finally, the range of f, and the number of

cells for the six segments are shown in the table below.

Table 1: The Range of ,Bp and the Number of Cells for the
Six Segments

1 2 3 4 5 6

B 036 050 0.72 092 0.96 0.98
B 043 057 075 095 097 099
Number of 4 5 5 6 6 16
cells

SIMULATIONS BASED ON MOGA

To verify the optimizing scheme, NSGA-II is applied to
chase phase velocity distribution in this section.

MOGA Combined with the TW Tubes
In the cases of multi-objective X-band TW tubes, g, of

each cavity is chosen as the variable, while the capture ratio
n and the energy spread o are set as the goals. 7 and o

are determined by the energy and phase at the exit of the
linac.

The electrons that can be stably accelerated in the TW
tubes are called captured electrons. The expression of 77 is

as follows:
M

where N is the initial number of electrons whose entrance
phase is uniformly distributed in [—360", OJ . Suppose ¢,
is the median phase of these N electrons at the last cell,
and M is the number of electrons whose phase at the exit
is [(/)1 —-180°, (pl+180°]. In this context, N is set to 500,
so that the accuracy of the capture ratio is 0.2%.

Since the program obtains M energy points, it is more

convenient to measure energy spread in the form of root
mean square. The expression of o is as follows:

I -
o= HH(W—W)2 )

where W, is the exit energy of different initial phases, and

W is the average energy. Both W, and W are for the

captured particles.

The optimization process of the TW tubes structure is
shown in Fig. 3. First, 200 population individuals with dif-
ferent /3, are initialized, and then the fitness function val-
ues of individuals in the population are calculated and fast
non-dominated sorting is performed. The individuals with
a small non-dominated serial number are selected through

MOP01
20

©=2d Content from this work may be used under the terms of the CC BY 3.0 licence (© 2021). Any distribution of this work must maintain attribution to the author(s), title of the work, publisher, and DOI

HB2021, Batavia, IL, USA JACoW Publishing
doi:10.18429/JACoW-HB2021-MOPO1

the tournament. If the serial number is the same, the previ-
ous individual will be chosen. After crossover and mutation,
the first generation of offspring population is obtained and
merged with the parent population. Then calculate the fit-
ness function value for the merged population and get the
stratification result after fast non-dominated sorting. After
completing the above steps, calculate the crowdedness of
the individuals and fill in the individuals with small non-
dominated serial numbers and high crowdedness into the
new parent population up to 200. Finally, select, crossover
and mutation as before to get the offspring population. Af-
ter 30 generations of cycles, the individuals with the small-
est non-dominated serial number are output.

( Start )

Y
Initialize 200 individuals
with different fp

Y

Calculate 7, o from fitting The offspring

expression of @ » Zs population

Y
Fast non-dominated sorting
from 5, o Father-son population merger [«

v

Y
Select, cross, mutate to get Calculate 57, ¢ from fitting
the offspring population expression of ¢ + Z
— v
Fast non-dominated sorting
fromn, o

v

Calculate the crowding and
get the new parent population

v

Select, cross, mutate to get
the offspring population

The number of
iterations

Figure 3: Flow chart of optimizing the TW tubes with
NSGA-IL

The eight Pareto front points obtained by using NSGA-
IT are shown in Fig. 4(a). The corresponding capture ratio
ranges from 87.4% to 92.0%, and the energy spread ranges
from 4.18% to 5.52%.
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Figure 4: Pareto front and phase velocity distribution.

In Fig. 4(a), take the representative points 1, 4, and 8
from left to right and gain the corresponding phase velocity
distribution as shown in Fig. 4(b). It can be seen that the
capture ratio and energy spread are related to the first two
segments of the cavity chain. The greater the phase velocity
of the first segment, the higher the capture ratio and the
smaller the energy spread.

Beam Dynamics Based on Single-particle Model

To analyze the movement process of electrons in the TW
tubes, the sixth Pareto front point of Fig. 4(a) from left to
right is selected. The phase and energy change along with
the longitudinal position of the TW tubes are shown in the
Fig. 5 below.

-50
-100
1501/ R
5-200 i n\\ "
2ol N2
2300 1)
350

0.25 0.3 0.35

: g
— N
T

energy (MeV)

<
n
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L
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(=]
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02 025 035
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Figure 5: Change along with the longitudinal position z
of the TW tubes (a) Phase, (b) Energy.

Accelerator Systems

HB2021, Batavia, IL, USA JACoW Publishing
doi:10.18429/JACoW-HB2021-MOPO1

It can be seen from Figure 5(a) that 328° can be captured
with an initial phase width of 360°, and the capture ratio is
91.2%. The captured electrons oscillate in phase in the first
half of the cavity chain, and the phase gradually decreases
and stabilizes after 0.1m in the longitudinal position. There
are non-differentiable points in the phase distribution due
to the sudden change of J, at the segment junction, and

its number and position corresponding to the number and
position of ,[)'p sudden change. It can be seen from Fig. 5(b)

that the energy of the captured electrons oscillates with the
phase oscillation in the first half of the cavity chain. Since
the phase gradually stabilizes after 0.1m in the longitudinal
position, the energy increases approximately linearly.

To analyze the capture ratio and energy spread, the dis-
tributions of phase and energy at the exit of the TW
tubes are plotted as shown in the Fig. 6 below.

EN N %
= =) =
T T T

1

relative intensity

353
(=)
T
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T
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Figure 6: Distribution (a)exit phase, (b)exit energy.

It can be seen from Fig. 6(a) that the exit phase of the
captured electrons is compressed to 75°. The exit phase of
most electrons is concentrated at the maximum accelera-
tion phase of -270°, so the cavity with ,Bp of 0.99 can be

expanded to increase the exit energy. It can be seen from
Fig. 6(b) that the exit energy of the captured electrons is
distributed within 2.6~3.4MeV, most of which are concen-
trated in 2.9~3.3MeV. The average energy is 3.1MeV and
the energy spread is 5.19%.

CONCLUSION

For the reasonable application of the MOGA in improv-
ing the design efficiency for X-band linac, the fitting of the
attenuation factor and the shunt impedance with respect to
the phase velocity distribution of the acceleration unit is
proposed in the structure of identical iris radius. The coef-
ficient of determination R-square shows that the fitted
model is feasible. To simplify the structural design and im-
prove the capture ratio, the form of six segments is adopted
and the variable phase velocity range of each section is
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given. By establishing a quantitative relationship between
capture ratio, energy spread and exit phase, exit energy, the
itness function is linked to the output of the single-particle

=]

odel. Based on NSGA-II, the phase velocity distribution

with high capture ratio and low energy spread is obtained,
which provides the design basis for ~MeV TW cube that
can be used in the industry. In addition, the algorithm can
be extended to the situation where the phase velocity and
field strength can be changed cell by cell, resulting in a
higher capture ratio and lower energy spread.
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Abstract

The Fermilab Booster uses multi-turn beam injection with
all its cavities phased such that beam sees a net zero RF volt-
age even when each station is at the same maximum voltage.
During beam capture the RF voltage is increased slowly by
using its paraphase system. At the end of the capture the
feedback is turned on for beam acceleration. It is vital for
present operations as well as during the PIP-II era that both
the HLRF and LLRF systems provide the proper intended
phase and RF voltage to preserve the longitudinal emittance
from injection to extraction. In this paper, we describe the
original architecture of the cavity phase distribution, our
recent beam-based RF phase measurements, observed sig-
nificant deviation in the relative phases between cavities and
correction effort. Results from the improved capture for high
intensity beam are also presented.

INTRODUCTION

Fermilab has undertaken major improvements to the ex-
isting accelerators in recent years to meet the high intensity
proton demands for HEP experiments both onsite as well as
long baseline neutrino experiments. An important program
was the “Proton Improvement Plan” (PIP) [1,2]. PIP had the
baseline goal of extracting beam at 15 Hz from the Booster
with about 4.3E12 ppp (protons per pulse). PIP completed
its goals successfully in late 2016. During PIP-II [3], the
plan is to increase the Booster beam intensity per cycle by
>50%, and the cycle rate from 15 Hz to 20 Hz. The injec-
tion energy will be increased from 400 MeV to 800 MeV
by using a newly built superconducting RF LINAC which
will be completed around 2027. We have an intermediate
beam intensity goal of achieving ~SE12 ppp in about two
years. This will enable us to increase the beam power on
the NuMI target from 700 kW to >900 kW. Concurrently, we
will continue to provide 8 GeV beam to multiple low energy
neutrino experiments before PIP-II comes online. The inter-
mediate power increase helps us to better prepare Booster
for the PIP-II era.

Booster is the oldest rapid cycling synchrotron (RCS) in
operation in the world. Mitigation of beam losses during
current operations continue to be a challenge and is of high
priority. The allowed beam loss must be <475 W in the
Booster ring or an average 1 W/m during its operation. Fig-
ure 1 displays a typical snapshot of the RF voltage, beam
current and beam loss from its current operation.

* Work supported by Fermi Research Alliance, LLC under Contract No.
De-AC02-07CH11359 with the United States Department of Energy
T cbhat@fnal.gov
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Figure 1: These are snapshots of the RF voltage, beam cur-
rent, and a beam loss monitor at every 15 Hz tick.

Fermilab Booster: RF to Beam Phase Measements
near Capture before Phase Corrections
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Figure 2: RF to beam phase measurements during injec-
tion and capture. The inset shows the wall current monitor
(WCM) data (cyan), RF waveform (yellow), Bdot curve (ma-
genta) during the first 400 ps of the beam cycle.

The Booster beam cycle starts with a multi-turn H™ injec-
tion scheme with no RF buckets opened. The injected beam
debunches and loses its LINAC bunch structure by the end
of beam injection. Next, the injected beam is captured by
raising the RF voltage by changing the phase angle between
two groups of RF cavities called A and B (see Figs. 3(a),
3(b)). A and B have the same number of RF stations (see
Fig. 4). This method of manipulating the phase is called RF
paraphase.

Since 2015 we have adopted an early injection scheme [4]
by adding ~200 s to the beam cycle for adiabatic beam cap-
ture. The aim is to improve the capture efficiency and reduce
any beam loss arising from longitudinal beam dynamics dur-
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ing the first 5 ms of the beam cycle. On average, although the
early injection scheme improved the longitudinal emittance
by nearly 15% to the downstream machines, it did not help
improve capture efficiency. Prior to our work described later
in this paper, the best injection to extraction efficiency im-
posed a waist like structure in the RF sum voltage and in the
WCM data at ~100 ps as shown in the inset of Fig. 2. The
measured RF to beam phase around the waists, displayed in
Fig. 2, for three different operational cases, shows sudden
phase glitches in a matter of few turns. This observation con-
tradicted results from simple longitudinal beam dynamics
simulations which showed a smooth transition from injection
to beam capture without any RF waist or RF phase glitch.
In addition to this issue, the Booster RF voltage measured
using synchrotron frequency measurements [5] was about
5% smaller than the sum of the magnitude of RF voltages
from individual gap monitor outputs (Vrf shown in Fig. 1).
One explanation for this reduction in the vector sum of the
RF voltage is that the RF vectors from individual stations
are not properly phased. These two issues led us to revisit
the current configuration of the Booster HLRF and LLRF
systems.

INJECTION SIMULATIONS

A clue for the possible causes for beam loss in the early
part of the beam cycle that has an RF waist came from in-
jection simulations described in Ref. [6]. Simulations were
done using ESME [7]. The LLRF paraphase system used in
the Booster during injection and beam capture is shown in
Fig. 3(a) and (b) that has phase or magnitude errors. RF mea-
surements during injection indicated that the observed waist
in the WCM data might arise from the V,, and V}, vectors
(dashed lines in Fig. 3(a)) not being anti-parallel. V,, and V},
are the vector sums of the RF voltages of all the cavities in
groups A and B respectively. In the current operations, we
have ten RF cavities in each group. Figure 3(b) shows an ex-
ample of a phase error between cavity voltage vectors. These
errors give rise to emittance growths and possible beam par-
ticle losses. The simulation results for an ideal case with
|64] = 10| = 90 deg during injection and |0,| = |6 at the

f Paraphase Longitudinal Beam Dynamics Simulations for Beam Capture

during beam capture

Magnitude Z Var (a)
error

4| End of beam capture (d)

Similarly, for Vb

Beom Copture

Figure 3: (a) and (b) are schematics of two scenarios of para-
phase RF voltage vectors during beam injection into Booster.
(c) - (f) are simulated (AE, At)-phase space distributions for
these two scenarios of paraphase.
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end of beam capture with |V, | = |V},| are shown in Fig. 3(c)
and 3(d). This illustrates a case with no emittance growth.
If |V, /Vp| # 1 and or, one of the paraphase angle >90 deg
at injection, then as the paraphase angle starts changing
during the beam capture process, the magnitude of the RF
voltage sum vector reaches a minimum value resulting in
beam acceleration or deceleration along with debunching.
In the illustration shown here, the de-bunching took place in
~20 ps which is much faster than the synchrotron period at
that time. This led to >30% emittance dilution. Figures 3(e)
and 3(f) show the phase space distributions from the end of
injection to the end of beam capture, respectively. Further
simulations showed that if cavities in groups A and/or B have
phase errors or magnitude differences (as shown in Fig. 3(b))
then there is emittance growth even without any RF waist.
Therefore, it is quite important to ensure that the cavities
have the proper phase and have comparable gap voltages
that are within a few percent.

RF PHASE MEASUREMENTS

The Booster uses 20 RF cavities in operation (with two
additional cavities as backup), each with a gap voltage of
50 kV. During beam acceleration, the RF frequency ramps
from 37.92 MHz to 52.81 MHz. Figure 4 shows a schematic
of the RF cavity phasing diagram and arrangement of group
A and B cavities in the Booster. Theoretically, the closest
pair of A and B cavities must be 1 apart for acceleration.
But due to space constraints, they are closer to S1/2. The
solution to this problem is for the LLRF to send RF to groups
A and B that has a phase difference of 180 deg plus phase
compensation that ensures that the A and B cavities are
exactly B4/2(+npBA) apart. For example, the arrangement
and spacing of four consecutive cavities are shown in Fig. 5.
The center-to-center distance between two adjacent cavities
in a sector (sectors 14 and 15 as shown in Fig. 4) is 2.385 m
that is <B1/2 = 2.816 m. Between any two sectors the
spacing is nBA+A0BA/2x. The quantity A§ = 28 deg, is the
required phase compensation because the cavity separation
is not exactly an integer multiple of 84/2. The fanout phase
shifter (also called a brass box) shown in Fig. 5 adds the
required phase compensation provided the connecting cables
from each cavity to the LLRF box are identical.

BOOSTER
RF CAVITY PHASING DIAGRAM

Figure 4: Schematic of the Booster RF cavity configuration
for 22 RF cavities with added phases between cavities.
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Figure 5: Schematic of Booster RF cavity configuration with
fanout phase shifter for a set of four cavities.

To measure the relative phase between any pair of RF
cavities, we performed the following: i) Booster was put
into a non-ramping state at the injection energy of 400 MeV
with the RF frequency held constant, ii) in the para-phase
module, the paraphase angle between A and B RF stations
were set to 180 deg. In principle, if the system is perfect,
A and B RF voltage vectors should be anti-parallel, iii) the
magnitude of the RF voltage vector for each station is set to
~30kV (within about 2%). We chose one cavity in group
A to be the master station and then used beam to measure
the phase of each cavity in group B. We expected that if A
and B was perfectly anti-parallel, then there is no bunching,
i.e., there is no RF component (37.92 MHz) carried by the
beam. In practice, this was not the case because we see
this component. We could measure the phase error between
these two cavities by simply knobbing the para-phase angle
until the RF component carried by the beam vanishes.

‘f‘uu.i‘\hﬁu&wm\émh,w‘;&% W

‘F/Ifl'ofWCM data :(a)

Figure 6: (a) A typical time domain and (b), (c) VSA data
of the beam before and after phase correction.
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Figure 7: (top)The measured phase differential offset of all
group A cavities relative to station-1 (group B cavity) and
(bottom) similar measurement of all group B cavities relative
to station 2 (group A cavity) before phase correction.

A typical WCM data and its FFT measured with a Tek-
tronix, TDS7154B Digital Phosphor about 1 ms after injec-
tion that shows bunching is shown in Fig. 6(a). The WCM
data measured with a vector signal analyzer (VSA) is shown
in Fig. 6(b).

Since we can see the 37.92 MHz component prominently
in Fig. 6(b), this indicates that these two RF cavities are
not anti-parallel. To make them anti-parallel, we adjusted a
phase differential offset device DC1OFF in the LLRF system
until the 37.92 MHz component disappears. Figure 6(c)
shows the VSA data after adjustment. The value (DC1OFF
-180) deg when this component disappears is the phase error
between these pair of cavities. After working on this pair,
the same method was used to measure DC1OFF for the
remaining pairs. The as found measured DC10OFF are shown
in Fig. 7. The average DC1OFF before any correction was
166.7 deg between group A stations to a reference group B
station (station 1). And 161.1 deg between group B stations
to a reference group A station (station 2). If there was no
phase error, we expected DC1OFF to be 180 deg.

The observed systematic phase error can come from a) the
LLRF system, b) from the mismatch of cable lengths from
the LLRF system to fanout phase shifter box, fanout phase
shifter box to the cavities or from cavities to the fanback
sum box (the last one will not affect the observed phase
error, but has an effect on the measured Vrf), ¢) the circuits
inside the fanout phase shifter box or d) from the improper
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Figure 8: Phase measurement after correction. Figure de-
scription is same as that for Fig. 7.

cavity spacing in the Booster ring. Or from all the above.
We looked at each of these items as a possible source of the
error but ruled them all out except for the Booster LLRF. We
found that the paraphase module in the LLRF was the major
source of the error because of an incorrect cable length. We
fixed the problem and remeasured DC1OFF after correction.

Figure 8 displays measurement results for all the cavi-
ties after the phase error was corrected. We found that the
average DC1OFF is 179.9 deg and 179.2 deg for group A
stations relative to the reference group B station (station-1)
and group B stations relative to the reference group A station
(station-2), respectively. This met our specification of <5 deg
from 180 deg. Stations 19 and 20 were outliers during these
measurements, and they were corrected later. These two
stations will need further beam-based phase measurements
to verify their corrections.

OBSERVED IMPROVEMENTS

After correction, the measured RF to beam phase during
injection and beam capture is shown in Fig. 9 for an extrac-
tion intensity of 4.5E12 ppp with about 94% injection to
extraction efficiency. This is the normal intensity for 15 Hz
operation. The measurement results look like our simulation
results for a properly corrected RF system. There was also a
noticeable improvement in the capture process: under low
beam repetition conditions, we had up to about 5.7E12 ppp
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Fermilab Booster: RF to Beam Phase Measements
near Capture after Phase Corrections
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Figure 9: The RF to beam phase measurements during in-
jection and capture after all RF cavities have been phased
correctly. The shown data is for 4.5E12 ppp in the Fermilab
Booster.

at extraction with a comparable injection to extraction effi-
ciencies. Currently we are optimizing the Booster for higher
intensity as per users’ demand.
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LONGITUDINAL EMITTANCE MEASUREMENT AT PIP2IT*
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Abstract

The PIP-II particle accelerator is a new upgrade to the
Fermilab accelerator complex, featuring an 800 MeV H™
superconducting linear accelerator that will inject the beam
into the present Fermilab Booster. A test accelerator known
as PIP-II Injector Test (PIP2IT) has been built to validate the
concept of the front-end of PIP-II [1]. One of the paramount
challenges of PIP2IT was to demonstrate a low longitudinal
emittance at the end of the front end. Having a low longi-
tudinal emittance is crucial in order to ensure the stability
of the beam in the accelerator. We present a longitudinal
emittance measurement performed at 14.3 MeV by scanning
the SSR1-8 cavity phase and measuring the corresponding
beam rms bunch length with a Fast Faraday Cup (FFC) lo-
cated in the High Energy Transport line (HEBT). The FFC
signal is recorded by a high-bandwidth oscilloscope.

INTRODUCTION

The PIP-1I Injector Test facility (PIP2IT) is a model of the
Front End of PIP-II which will accelerate the H™ ion beam
up to 25 MeV. As shown in Fig. 1, the injector is made of an
Ion Source, a Low Energy Beam Transport (LEBT) made of
three solenoids that matches the beam into a 162.5 MHz Ra-
diofrequency Quadrupole (RFQ), a Medium Energy Beam
Transport (MEBT) that prepares the beam for injection into
two superconducting (SC) cryomodules: one containing
eight Half-Wave Resonators (HWR) cavities operating at
162.5 MHz and one containing eight Single-Spoke Resonator
(SSR1) cavities operating at 325 MHz. At the end of the
injector a High-Energy Beam Transport (HEBT) brings the
beam to a dump.

Figure 1: Sketch of PIP2IT.

During normal operation of the injector, the ion source
operates with long pulses (usually few ms) and at 20 Hz
repetition rate. A beam chopper, located upstream of the
third LEBT solenoid, cut pulses of up to 0.55 ms of beam at

* This work was supported by the U.S. Department of Energy under contract
No. DE-AC02-07CH11359
T mathias.el-baz @universite-paris-saclay.fr

Beam Dynamics in Linacs

a repetition rate of 20 Hz. At the exit of the RFQ, the beam
has an energy of 2.1 MeV. The MEBT has two purposes: first
the MEBT performs a bunch-by-bunch selection using two
kickers that decreases the average current in the macro-pulse
from 5 mA down to 2 mA, and second the MEBT matches
the beam into the HWR cryomodule using 3 buncher cavity
(operating at 162.5 MHz), 2 doublets and 7 triplets. During
normal operation, the beam is expected to reach an energy
of 10.3 MeV at the exit of the HWR cryomodule and 25 MeV
at the exit of the SSR1 cryomodule. The transverse focusing
is performed by 8 SC solenoids in the HWR cryomodule
and by 4 SC solenoid in the SSR1 cryomodule. The HEBT
is made of 2 quads.

The goal of the longitudinal emittance measurement per-
formed at PIP2IT is to quantify the beam quality at the end
of the injector. A low longitudinal emittance ensures a small
bunch length and little variations of the longitudinal momen-
tum inside the bunch, and therefore, a high stability of the
beam with negligible losses along the PIP2 linac.

MEASUREMENT SCHEME

Injector Settings

During the commissioning of the PIP2IT injector (from
Spring 2020 to Spring 2021), the 3 first HWR cavities were
not operational because of a frequency offset for the two first
cavities and a coupler issue for the third one. Furthermore,
due to multipacting effects, the 2 last HWR cavities (HWR#7
and #8) were operated at lower accelerating gradient than
originally anticipated (respectively 8.5 MV/m and 8 MV/m
vs 9.7MV/m). As a consequence of these HWR cavities
adjustments, the beam was longitudinally matched from the
MEBT into the fourth HWR cavity reaching a beam energy
of 8 MeV at the end of the HWR cryomodule and further ac-
celerated to 16.2 MeV by the SSR1 cryomodule. During our
longitudinal emittance measurement, and in order to lower
the beam power in the Fast Faraday Cup (FFC), the pulse
length was limited to 10 us and the repetition rate to 1 Hz.
The average beam current of 5 mA at the exit of the RFQ
was chopped down to 2 mA by the 2 MEBT kickers. Under
these conditions, the beam was transported with minimal
uncontrolled losses until the dump at the end of the HEBT.

Beam Dynamic Simulations

Figure 2 shows the transverse and longitudinal envelope
along the PIP2IT injector from Tracewin [2] for the above-
mentioned injector settings used during the longitudinal
emittance measurement. The simulation starts with a 792 x
103 input distribution at the MEBT (z = 0 in Fig. 2). This
input distribution was built from a start-to-end model of the
Ion Source, LEBT and RFQ, this later being simulated using
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the code Toutatis [2]. The injector was modeled in Tracewin
using 3D fields for all cavities, solenoids, quadrupoles and
correctors.

T R

Figure 2: Transverse (upper) and Longitudinal (lower) enve-
lope along the PIP2IT injector for the phase scan measure-
ment. The beam is longitudinally matched from the MEBT
into the 4" HWR cavity. From Tracewin.

Description of the Cavity Phase Scan

The schematic of the cavity phase scan measurement sec-
tion is represented in Fig. 3. The objective is to estimate the
longitudinal emittance at the entrance of the eighth and last
SSRI cavity (noted SSR1#8 on Fig. 3). The SSR1#8 cavity
phase is scanned from —10° to —45° (with a 5° step) and at
fixed field amplitude of 10 MV/m changing the beam energy
from 16.2 MeV to about 15.6 MeV according to Tracewin.

SSR1 Cavity 8 Dipole Correctors

HEBT Quad
\ FFC
I....];PM I....I....];PM I II
|
2878 |
}( mm > |

Figure 3: Schematic of the section of interest for the scan.

The cavity acts like a thin lens whose focal length depends
on its phase. Therefore, the bunch length at an upstream
location varies during the scan. We can reconstruct the lon-
gitudinal emittance from the variation of the bunch length.
The ions are collected at the end the HEBT by a FFC and the
corresponding waveforms are recorded by a high-bandwidth
oscilloscope located outside the cave enclosure and with
a 10 ps interpolation sampling. The rms bunch length at
the FFC is estimated using a Gaussian fit of the FFC wave-
form. The FFC has a collimating aperture of 0.8 mm and
efforts have been made during the cavity phase scan to keep
the beam centered with the FFC aperture using BPMs and
correctors located upstream of the FFC. Two quadrupoles
located between the cavity and the FFC have also been used
during the measurement in order to maximize the signal
at the FFC. As indicate in Fig. 3, the distance between the
middle of the SSR1#8 cavity and the FFC is 2878 mm. A
detailed description of the FFC is given in [3] and [4].
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Analysis of the Waveform

Figure 4 shows a FFC signal for operation of the SSR1#8
cavity at 10 MV/m and a phase of —15°. The signal is fitted
with a Gaussian curve and the rms bunch length of the beam-
let is extracted. A detailed analysis of the beam distribution
at the FFC obtained from Tracewin simulation have shown
that the rms bunch length of the beamlet is representative of
the rms bunch length of the core of the beam representing
about 90% of the full beam.

PN
g,

% > % .
% UV A L 8’

FFC Waveform
—Gaussian Fit: 0=72.6 ps

FFC Signal [mV]

-30
0 500

1000
Time (ps)

1500 2000 2500

Figure 4: FFC waveform for a field on SSR1#8 of 10 MV/m
and a phase of —15° with Gaussian fit, 10 us pulse, 1 Hz,
2 mA average beam current.

As discussed, the FFC waveform analysis is based on the
assumption of a Gaussian-shape bunch. However, as shown
in Fig. 4, the bunch diverges from the Gaussian model. The
bunch is skewed to the right and the baseline oscillates after
the bunch. These distortions are very unlikely due to discrep-
ancies of the beam. Since the oscilloscope is out of the cave,
the long cable between the FFC and the oscilloscope could
explain the skewed feature characteristic of cable dispersion.
The oscillations after the bunch are likely due to reflections
near the FFC. We estimate the error between the Gaussian
bunch length RMS and the real bunch length to be below
7%. The estimation of the longitudinal emittance with error
bar (and discussed in the last section) is deduced from the
uncertainty on the bunch length.

LONGITUDINAL EMITTANCE
RECONSTRUCTION

The beam is first focused by the SSR1-8 cavity and needs
to pass a 2878 mm drift before being collected by the FFC.
The transport matrix M modelling the evolution of the beam
between the input of SSR1-8 and the FFC is the product of
the drift matrix and the SSR1-8 matrix [5]:

L ! 0
M(Dy) = i x| —2y2ksin(@)  (By):
0 1 BY)r BY)r
S——
Drift RF
with:
A n QETL

T 220 A mye?
where (By); and (By) s are respectively the relativistic coef-
ficients at the entrance and the exit of SSR1-8, L is the drift
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length, @ is the cavity phase, and k is the focusing strength
of the cavity. The phase dependence of M is also contained
in (By)s. M is numerically calculated for each cavity phase
using the different values of (B8y) s given by the Tracewin
simulation.

The beam matrix at the FFC is linked to the beam matrix
at the input of SSR1-8 by:

Yrrc (¢s) = M (¢s) Essri-sM (¢5)"

One can notice that the determinant of the beam matrix is not
conserved since the determinant of M is strictly less than 1.
Therefore, the longitudinal emittance and the beam energy
at the output of SSR1-8 are phase dependent. Only the (1,1)
coordinate of Xfpc is measured and can be expressed as a
function of the M and Zggr;_g coordinates:

ot T (9s) = PR M (85)7 +2M11 (¢5) Mz (65) 355!
+ M2 (¢5) SSSR!
= ISR X2 4 o5 SSR Xy + 255K y?

N—— N—— S——
a b c

where X = My (¢5) and Y = My (). O'fFC (¢5)%is a
polynomial function of X and Y. We can fit the evolution of
o FFC (44)? in order to estimate the polynomial coefficients
a,b and ¢ (Fig. 5). The longitudinal emittance measurement
is computed from the estimation of these coefficients:

1
eSS = (By)iyJac - b

_ SSR1vSSR1 SSR1)2
_('37’)1'\/211 R = (21)

=0.29 mm - mrad

55
5- €, =0.29133 [mm-mrad]
4.5 1
=) + Measurements
\E, 4+ _\/a"><2+b’xy+c*y2 -
N
S
35-
3
25

-45 -40 -35 -30 -25 -15

RF Cavity phase (deg)

-20 -10
Figure 5: Measured rms bunch length at the FFC as a func-
tion of the SSR1#8 cavity phase and reconstruction of the
longitudinal emittance at SSR1#8 cavity entrance.

DISCUSSION

As previously mentioned, we estimate the error between
the Gaussian bunch length RMS and the real bunch length to
be below 7%. The estimation of the longitudinal emittance
with error bar is deduced from the uncertainty on the bunch
length and estimated to be:

eSSR1 = (0.29 + 0.02)mm.mrad.
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This measured emittance is in good agreement with the
Tracewin simulation reported in Fig. 6 which shows the
90% longitudinal phase space at the SSR1#8 cavity and the
corresponding longitudinal emittance of 0.3 mm-mrad.

5

10

z [mm)]

Figure 6: Simulated 90% longitudinal phase space distribu-
tion at the entrance of the SSR1#8 cavity. From Tracewin.

The longitudinal phase space distribution of Fig. 6 cor-
responds to the distribution at the entrance of the SSR1#8
cavity for the envelope shown in Fig. 2 and for which 10%
of the beam with the largest longitudinal action has been
removed. Analysis of the Tracewin distribution at the FFC
shows that the core of the beam sampled by the FFC of about
0.8 mm diameter is representative of the rms bunch length of
about 90% of the full beam. As a consequence, we consider
the emittance measurement reported in this document as
being representative of the core (about 90%) of the beam
and in good agreement with simulations.
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STATUS OF THE JAEA-ADS SUPERCONDUCTING LINAC DESIGN

B. Yee-Rendon*, Y. Kondo, J. Tamura, S. Meigo and F. Maekawa
JAEA/J-PARC, Tokai-mura, Japan

Abstract

The Japan Atomic Energy Agency (JAEA) is working
in the research and development of an Accelerator Driven
Subcritical System (ADS) for the transmutation of nuclear
waste. To this end, JAEA is designing a 30 MW cw proton
linear accelerator (linac) with a beam current of 20 mA. The
JAEA-ADS linac starts with a Normal Conducting (NC) up
to an energy of 2.5 MeV. Then, five Superconducting (SC)
sections accelerate the beam up to 1.5 GeV. The biggest chal-
lenge for this ADS linac is the stringent reliability required
to avoid thermal stress in the subcritical reactor, which is
higher than the achieved in present accelerators. For this
purpose, the linac pursues a strong-stable design that en-
sures the operation with low beam loss and fault-tolerance
capabilities to continue operating in case of failure. This
work presents the beam dynamics results toward achieving
high reliability for the JAEA-ADS linac.

INTRODUCTION

The Japan Atomic Energy Agency (JAEA) is doing R&D
in an Accelerator Driven Subcritical System (ADS) for the
transmutation of minor actinides to reduce the long lifetime
and high radiotoxicity of nuclear waste. The JAEA-ADS
project is composed of a 30 MW cw proton linac, a spallation
target, and an 800 MW thermal power subcritical reactor [1],
as shown in Fig. 1.

30 MW proton accelerator
1

v

( e

Beam transport line

\
\
Spallation target i
1
1
v

Fuel assembly -.-|-.. I

800 MWth subcritical reactor <~
Figure 1: General scheme for the ADS.

A summary of the main specifications of the JAEA-ADS
linac is provided in Table 1. Among them, the restricted
number of beam trips is the main challenge for the ADS,
which is beyond the present high-intensity linacs [2]. Thus,
the JAEA-ADS linac seeks a reliability-oriented accelerator
by achieving a robust beam optics design and fault-tolerance
capabilities [3].

BEAM OPTICS DESIGN

The beam optics design pursues strict control beam loss
and beam properties such as energy spread and emittance

* byee @post.j-parc.jp
MOP04
30

Table 1: Main Characteristics of the JAEA-ADS Accelerator

Parameter Beam trip duration
Particle Proton
Beam current (mA) 20
Beam energy (GeV) 1.5
Duty factor (%) 100 (cw)
Beam loss (W/m) <1
Length (m) 429
Beam trips per year [4] 2x10* <10s
2x103  from 10 s to 5 min
42 > 5 min

growth; simple lattice arrangement; operation with de-rated
elements to reduce the failure probabilities and applied fault-
tolerance schemes.

Figure 2 shows that JAEA-ADS linac has a normal con-
ducting (NC) part, a so-called Injector, and a superconduct-
ing (SC) part known as the Main Linac. The Main Linac
employs five groups of SC cavities to achieve high accelerat-
ing efficiency and compact design. The Half Wave Resonator
(HWR) and Single Spoke Resonator (SSR) use a configura-
tion solenoid-cavity inside the cryomodule. For the HWR
region, the period is composed of one solenoid and one cav-
ity; on the contrary, the SSR periods have two SC cavities
for SSR1 and three for SSR2. Five-cell Elliptical Resonators
(EllipRs) employ doublet NC quadrupoles with three and
five SC cavities per cryomodule for EllipR1 and EllipR2,
respectively [5].

Normal conducting Superconducting (Main Linac)

P rrn AR NS EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE >
49.4 MeV 583.4 MeV

{ BN ZESE S
SSR1 A ssR2 [ EllipR1 { EllipR2 |
e

17.7 MeV 208.8 MeV 1.5 GeV

Freq (MHz) 162

Figure 2: Linac lattice configuration.

At the normal operation, the maximum accelerating gra-
dient (E,..) for the SC cavities was chosen to operate with
an electric peak up to 30 MV/m to reduce the possibility
of a malfunction in the cavity. Moreover, in case of an SC
cavity failure, it enables the increase of E,.. to apply for
fault-tolerance compensations.

The beam optics was developed using the programs Gen-
LinWin and Tracewin [6]. The beam loss was minimized
by reducing the beam halo and emittance growth. This was
achieved by pursuing an equipartitioning model, avoiding
parameter resonances, among others [5]. The lattice design
was optimized first in ideal conditions, i.e., without errors,
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Table 2: Parameters of the Main Linac

Parameters

Input &, (77 mm mrad) 0.24
Input £, (7 mm mrad) 0.23
Input ¢, (77 MeV deg/mm mrad)  0.08/0.39
Number of Cavities 293
Number of magnets 153
Length (m) 416

tracking large beam distributions with 1 x 107 macroparti-
cles obtained from the RFQ design [7]. Table 2 presents the
relevant parameters of the Main Linac. This ideal case is
known as the Ideal Machine (IM) case. The IM case did not
record beam loss; furthermore, it has reasonable control of
the normalized root-mean-square ¢, see Fig. 3.

0.50

£ (m mm mrad)
o
w
w

0.30 et
/\Ip\o-f‘—'—‘l N AN = -
b NS
0.25
0.20 4 T T T T T T T T
0 50 100 150 200 250 300 350 400
z (m)

Figure 3: Normalized rms emittance in the linac.

Then, the robustness of the lattice was tested using ele-
ment errors and input beam errors (IBE). The former are
misalignments and parameters fluctuations of the cavities
and magnets. They are divided as statics elements errors
(SEE) and dynamics element errors (DEE). On the contrary,
IBEs are errors from Injector part such as emittance growth
and energy fluctuations. Reference [8] provides a detailed
explanation of the errors and their application. Figures 4 and
5 present a comparison of the & growth and the maximum
radial envelopes for the error cases and the IM one. From
all the error cases simulated, only the static errors registered
beam loss; however, the corresponding maximum power loss
was 20 mW/m, two orders of magnitude lower than the limit
for hand-on maintenance.

FAULT-TOLERANCE

Fault-tolerance is achieved by using parallel or serial re-
dundancy. For the former, the linac lattice is partially or
completely duplicated. In contrast, serial redundancy ex-
ploits the modularity of the linac by using the neighbors’
elements of the faulty element to compensate for the un-
wanted effect produced by the faulty one. This study was
focused on serial redundancy; however, the general strategy
is to use both schemes to decrease the duration and the num-
ber of beam trips. Figure 6 illustrates the serial redundancy
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Figure 4: Normalized rms emittance growth for the different
beam simulation cases.

for a faulty SC cavity; nevertheless, the compensation for a
magnet failure follows the same proceeding.

Based on the Fault-tolerance schemes reported by Biar-
rotte [9, 10], two schemes were applied: beam stopping com-
pensation scheme and beam continue compensation scheme.
Figure 7 provides a summary of both schemes. The main
difference between both schemes is that the first one begins
with the compensation after the faulty element is detuned.
Subsequently, the compensation setting is less complex be-
cause it does not require to be updated. On the contrary, the
continue case starts the compensation when the faulty ele-
ment is acting in the beam. Thus, the compensation settings
need to be continually updated according to the transient
behavior of the faulty element; consequently, the scheme be-
comes more complex and requires a large RF power budget.

The nonstop beam scheme is more attractive than the
stopped one because it implies the beam operation is not
interrupted; however, it is more challenging. Nevertheless,
when the fault element is detuned, both cases have the same
compensation settings. The three main challenges of both
schemes are a fast-reliable diagnostic, an accurate large com-
pensation database, and fast control system. In addition,
these configurations are temporary; thus, after recovery of
the fault, the element settings will be returning to the design
configuration at a certain proper time.

The schemes were optimized to fulfill the next require-
ments:

* Beam loss < 1 W/m.

* Energy difference < +1%.

° A‘gtrans/'c:O,trans <2

* Mismatch < 0.4.

¢ Increase of E, .. up to 20 % and 50 % for the stopping

and continue case, respectively.

¢ Increase of the magnetic field up to 20 %.

The energy, ¢, and mismatch are with respect to the design
case, also knows as the IM case. The values were calculated
using beam tracking simulations using 2 x 103 macroparti-
cles.

The beam stopping strategy has been reported in previous
conferences [11, 12]. Figure 8 presents the compensation
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case, are included as a reference.
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Figure 6: Serial redundancy scheme.

for a failure in the last cavity of the EllipR1 section using
this scheme. E,.. and ¢ around the faulty SC cavity are re-
adjusted to restore the beam energy at the closest downstream
period. Studies indicated that this procedure is suitable for
faulty elements in the last four sections of the Main Linac SC
cavity. The overall results registered no beam loss, an energy
difference below 0.3 %, and the largest mismatch was 0.17.
In addition, Fig. 9 presents the transverse and longitudinal &
growth for the worst compensation performance in a cavity
and magnet failure for the SSRs and EllipRs section. This
strategy is effective for decreasing the number of beam trips
that take longer than 10s.

For the beam continue compensation scheme, only SC
cavities were tested. In addition, the transient behavior of the
cavities was computed considering only the detuning con-
tributions of the cold tuning system and Lorentz force [10].
For instance, a failure at the end of the SSR1 section is dis-
cussed below. Figure 10 shows the transient behavior of the
E,.. and ¢, for the faulty cavity. The failure was arbitrar-
ily chosen to occur 500 ps after the simulation started, and
1 ms later, the cavity operated with almost the same E,, .. as
the design; but, ¢ suffered a change of -150°. Figure 11
presents the output energy dropped to zero after 230 us after
the failure. It suggests that the adjustment scheme could
start at 230 s after the failure, but beam loss is recorded at
160 ps later the failure occurred. After a trade-off among
a lower number of cavities, stable compensation, and real-
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Figure 5: Maximum radial beam size along the Main Linac for the different cases. The aperture and the rms size, for the IM
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Figure 7: Serial redundancy strategies.

istic response time, it was decided to use two SC cavities
before and three SC after the faulty SC cavity and begin the
adjustment 130 ps after the failure.

Figure 12 shows that the final energy becomes stable after
some hundred microseconds after the compensation is ap-
plied. Between the failure starts until a stable compensation
is reached, the particles are transported through the linac
with an acceptable beam performance.
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Figure 9: Transverse and longitudinal & growth for the worst
compensation case in SC regions, excluding the HWR sec-
tion.

Additionally, Fig. 13 presents the maximum radial en-
velopes for the design, beam failure, and compensated case.
In the beam failure scenario, i.e., without compensation, the
beam envelope reached the aperture at the SSR2 section.
On the contrary, the envelope for the beam compensated
has a similar evolution as the design one. The largest radial
beam envelopes in Fig. 13 are smaller than Fig. 5 because
the number of macroparticles was reduced as a compromise
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Figure 11: Output energy for the failure case.

between high statistics and the available computational re-
sources. This procedure showed the feasibility of continuing
operating the linac in the presence of faulty cavities.

CONCLUSION

The JAEA-ADS linac pursues a robust beam optics design
with fault-tolerance capabilities to avoid thermal stress in
the subcritical reactor. The multiparticle tracking studies
showed a beam operation with beam losses of 20 mW/m in
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= :
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& .
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Figure 12: Final energy for the compensation case.
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Figure 13: Maximum radial beam size from some periods before the failure starts to the end of the linac.

error cases. In addition, the beam optics design has proper
control of the beam envelopes and emittance growth.

The fault-tolerance analysis proved serial redundancy
could be applied from the spoke section to the end of the
linac to fulfill the stringent reliability with acceptable beam
output properties and without compromise the cavity opera-
tion or neither a significant increase of the RF power budget.
These schemes indicate the possibility of a total or partial
reduction of the failure time in the SC cavities and magnets
of the linac. Therefore, they represent key conditions to meet
the strict reliability of the ADS project.
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REDUCTION OF THE BEAM JITTER AT
THE PIP2IT TEST ACCELERATOR*

A. Shemyakin®, G. Saewert, A. Saini, Fermilab, Batavia, IL 60510, USA

Abstract has been reported before (e.g. see Ref. [3]), by simultane-
ous recording of signals from all BPMs for tens of minutes
and applying Singular Value Decomposition (SVD) to the
resulting matrix. The scatter was dominated by a single
mode. The ratio between the first and second eigenvalues
was found to be about 10, and the components beyond the
second eigenvalue were already at the noise floor [4].

The first spatial eigenvector was found to be a linear
combination of the MEBT betatron modes starting from
the RFQ exit. It clearly indicated that the BPM position
scatter was dominated by the beam jitter originated up-
stream of the MEBT. Initial attempts to identify the source
of the jitter by checking parameters readbacks in the ion
INTRODUCTION source and LEBT were unsuccessful because of a high
level of noise in the reading channels themselves.

While additional analysis [5] showed that the increase in
projected emittances due to the jitter is small, the BPM
readings scatter did negatively affect quality of

Analysis of the beam position monitor (BPM) signals at
the H- test linear accelerator PIP2IT showed that a large
portion of the signals scatter comes from the beam jitter.
BPM position measurements of the jitter modes were com-
pared with beam orbit responses to perturbations excited
by driving various beamline parameters in a low frequency
sinusoidal manner. The main contributor to the jitter was
found to be a low-frequency noise in the input reference to
the ion source high voltage (HV) power supply. Filtering
the HV power supply reference signal decreased the rms
scatter in BPM readings by a factor of 2-3.

The PIP-II Injector Test (PIP2IT) [1] was an H™ ion linac
that was assembled in several stages in 2014-2021 to test
critical elements of the front end of the PIP-II accelerator

currently under development at Fermilab [2]. In its final | casurements. Consequently, in the final run of PIP2IT

configuration (fig. 1), the PIP2IT consisted of a 30 kV,  ,qqditional efforts were made to find and correct the source
15 mA H™ DC ion source, a 2 m long Low Energy Beam  jrpe jitter.

Transport (LEBT), a 2.1 MeV CW 162.5 MHz RFQ, a
10 m Medium Energy Beam Transport (MEBT), two cry- CHARACTERIZATION OF BEAM JITTER
omodules (HWR and SSR1) accelerating the beam up to
17 MeV, a High Energy Beam Transport (HEBT), and a
beam dump.

Transverse focusing was provided by solenoids in the
LEBT and cryomodules, and by quadrupole doublets and
triplets in the MEBT and HEBT. Each doublet/triplet or so-
lenoid (except in the LEBT) was accompanied by a BPM
operating at 162.5 MHz.

The PIP2IT beam was operated in the pulse regime with
20 Hz repetition rate and the bunch population correspond-
ing to the pulse current of 5 mA. The pulse duration varied M=ULVT, )
up to 25 ms, but all measurements described in this paper
were performed at 10 ps.

Soon after beginning of MEBT operation, it was ob-
served that the pulse-to-pulse variation in the positions
measured by BPMs significantly exceeded the expected
electronics noise. The scatter was analysed, similar to what

An example of beam jitter characterization is shown in
Fig. 2. In this measurement, the beam was propagating to
the middle of the MEBT at the energy of 2.1 MeV, and
beam positions, averaged over a pulse, were recorded by
horizontal (X) and vertical (Y)) channels of 7 BPMs for 500
seconds at 20 Hz pulse rate. The typical rms scatter was
about 0.1 mm (Fig. 2a). The resulting (m=10000) x (n=14)
matrix M was decomposed with SVD in MathCad into a
product of three matrixes:

where L is a diagonal n X n matrix populated with
eigenvalues ordered in the descending order; U is an m X
n matrix composed of temporal eigenvectors, and V is a
n X n matrix of spatial eigenvectors.

As Fig. 2b shows, the 1* eigenvalue exceeded the 2™ by
a factor of 6. The Fourier spectrum of the 1 temporal

IS LEBT RFQ MEBT Hvyi}z SSR1 HEBT
- L e e, 1

-

e S —Jodille oSl | eaifo | oukEd) | W o

Figure 1: Side view of the PIP2IT.

ey

eigenvector (Fig. 2c) is composed mainly by low-fre-
* This manuscript has been authored by Fermi Research Alliance, LLC quency (< 4 HZ? components, with a ,p romment, peak at
under Contract No. DE-AC02-07CH11359 with the U.S. Departmentof 1.1 Hz. While this peak was not a dominant contributor to
Energy, Office of Science, Office of High Energy Physics the rms jitter value, it was a convenient marker to match
+ shemyakin@fnal.gov while looking for the noise source. To describe the spatial
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eigenvector, it is compared with the simulated betatron mo-
tion.

Y, mm

Mode #

Amplitude, a.u. 0
Shift, au

Y

|

]

]
rl / \
YV

I

|

]

1

]

BPM # (X then Y)

Frequency, Hz

Figure 2: Example of jitter characterization. a- raw signal
in Y channel of BPM #3, b- eigenvalues, c- temporal
spectrum of the first mode. d- fitting of the 1% spatial
eigenvector (red dots) to a sum of the betatron modes (blue
line). The horizontal axis is the BPM channel number, first
X and then Y channels.

First, four “base” trajectories are simulated using OptiM
[6] code with the initial conditions at the exit of the RFQ,
corresponding to a non-zero value (1 mm or 1 mrad) of
only one degree of freedom (either offset or initial angle)
in either horizontal or vertical plane. Any beam trajectory
in the MEBT is a sum of these base trajectories witﬁ
coefficients equal to the initial conditions (x,,, X, Y, Vn'
Consequently, the set of initial conditions corresponding to
the best fit of the spatial eigenvector (as in Fig. 2d) was
used as a characteristic of the noise mode. To express all
elements of such set in the same units, they were
transformed to canonical variables using the simulated
Twiss parameters @y, fy, @y, B, , thus forming the
characteristic vector R,,:

Xn
R,=|—, x7’1+
<JE JBox

AxXn  Yn

JVB: By

B,y + 22 ) @

VBy

A good fit in Fig. 2d indicates that the mode was indeed
associated with beam motion and was originated upstream
of the first BPM.

FINDING THE ORIGIN OF THE JITTER

Since no direct position measurements were available
upstream of the MEBT, a different procedure was devel-
oped to search for the jitter origin. Responses of the beam
orbit in the MEBT to various ion source and LEBT param-
eters were recorded. An orbit response was defined as a
difference between BPM readings at nominal settings and
with one of parameters (e.g. current of a dipole corrector in
the LEBT) changed. Then, the resulting patterns were
compared with the spatial distribution of the MEBT noise
described in the previous section.
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Initial measurements, performed in 2018, literally fol-
lowed this orbit response definition. The difficulty with
such measurements was their poor accuracy. At small pa-
rameter variations, contributions of the jitter and parame-
ters drifts were significant as indicated by poor fits to the
base trajectories. An increase in the number of pulses
measured for each orbit did not significantly improve the
actual scatter in the results. An explanation could be that
the increased time between orbit measurements enhanced
contribution of slow drifts. On the other hand, larger pa-
rameter variations resulted in non-linear orbit responses
due to beam dynamics in the RFQ.

To resolve this issue, in 2021 the orbit responses were
measured with an “oscillating trajectory” method, where a
small amplitude sine wave variation was applied to the pa-
rameter value, and the Fourier component in the spectrum
of all BPMs corresponding to the excitation frequency was
recorded, with a proper normalization, as the response. The
method was eventually implemented for all orbit response
measurements at PIP2IT [7]. This technique applied in the
NSLS-II ring had been discussed in Ref. [8]. Example of
such measurement at PIP2IT is shown in Fig. 3.

Rn * R i
c0sf; = ——— 3
= TRaIR ®
30. 0.1 =
Z oo q
. 30) sy
f)‘. __é 0.06 )
1 2 R D EXe DFJ
) Z 0 _j@g W ‘ij)r’\%ﬂ‘o f%ﬁ“'fg& i.
= [ 100 00 300 400 500 00 0 04 06 08
Point # Frequency, Hz
& 0.1
-29) E oo >
TITI TV
. =
> -SIJ Jw ) ‘ 'V’M :é- 004 “
-32 k >—‘ 0.02 “l L P
PP Bbiped” imeepeR
) 100 00 300 400 500 0 02 04 06 038

Point # Frequency, Hz

Figure 3: Example of orbit response measurement with
oscillating trajectory: response of Y channel of the 1% BPM
to excitation of the ion source high voltage at 0.25 Hz. 402
points are recorded at 10 Hz. Top row shows readings of IS
HV, and the bottom row is the BPM. Left column presents
the raw signals, and the right column is the relevant part of
the Fourier spectra.

The recorded orbit response was fitted to the base trajec-
tories, and the initial condition vector R; was obtained for
each tested parameter in the same manner as shown in
Eq. (2).

The noise measurements were repeated at the same shift
when the orbit responses were measured to ensure identical
focusing. In this case, any trajectory is fully determined by
its initial conditions, and initial condition vectors of similar
trajectories should be colinear. Therefore, the angle 0; be-
tween the orbit response and noise vectors was chosen as a
measure of similarity, with the angle calculated as
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Rn'Ri
|RnlIR:|”

cosf; = 3
where dot represent the scalar product of the vectors.

The results for the 1st and 2nd modes are presented in
Table 1 for excitation by the ion source high voltage (IS
HV), 5 dipole correctors, LEBT bend, and LEBT chopper.
Two measurements repeated at different amplitudes (with
the corrector P:L10CYI and with the LEBT bend) show a
reasonable reproducibility.

Table 1: Absolute Values of the Angle Between Noise and
Orbit Response Vectors

Mode1 Mode2
Ion Source HV 0.018 1.540
P:LOOCXI 0.995 0.625
P:LO0CXI 0.771 0.849
P:L10CXI 0.590 1.030
P:L10CYI 1.191 0.333
P:L10CYI 1.038 0.485
P:L20CXI 0.025 1.502
P:L20CYI 1.148 0.472
P:L30CXI 1.138 0.386
P:L30CYI 0.663 0.957
LEBT bend 0.366 1.254
LEBT bend 0.344 1.276
LEBT chopper 1.235 0.597

Two excitations, highlighted in the table, with the IS HV
and P:L20CXI (the horizontal corrector in the second
solenoid), both produce the angles close to zero. Their
spatial distributions fitted to the first jitter mode are shown
in Fig. 4.

Ist jitter mode fitted to IS HV and L20CXI

—ISHV

> Jitter - - -L20CXI

Position change, a.u

0 5 10 15
BPM # (X then Y)

Figure 4: Comparison of the first spatial mode of the beam
jitter in the MEBT (orange diamonds) with the best fits of
responses to excitation by IS HV (solid line) and corrector
P:L20CXI (dashed line).

To explain the observed beam jitter using the fit shown
in Fig. 4, the noise in the P:L20CXI corrector current
needed to be by about 8 times higher than the noise value
measured in its readback. Therefore, the corrector was
ruled out as the primary source of the jitter.
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On the other hand, the fit assuming that the jitter was
originated in the IS HV required 56 V rms noise (out of
30 kV DC), while its readback delivered the noise with
200 V rms.

The presented results were considered conclusive
enough to justify additional efforts of investigating the ion
source high voltage stability.

Note that instead of the described procedure of compar-
ing the initial vectors corresponding to the noise and the
tested component with Eq. (3), initially we directly fitted
the measured orbit responses to the noise spatial vector as
it was done for Fig. 4. In this approach, the figure of merit
was the rms error of fitting. Applying this procedure to the
measurements used in Table 1 eventually gave the same re-
sult, pointing to IS HV as the jitter source. However, intro-
duction of the intermediate step of fitting to the base tra-
jectories helped to eliminate bad measurement sets and ap-
peared to make the procedure more reliable and accurate.

REDUCTION OF THE JITTER

Following the conclusion derived in the previous sec-
tion, a commercial 50 kV resistive divider was installed to
monitor the 30 kV DC IS HV power supply (PS) output.
This signal was buffered and isolated from the instrumen-
tation ground to eliminate any common mode noise that
might be between the PS and instrumentation. A low fre-
quency spectrum analyzer readily showed the frequencies
of interest, and particularly the 1.1 Hz line (Fig. 5 left).

RONGE: <5140V REAL TIRE

LT W

Figure 5: Screenshots of the low frequency spectrum ana-
lyzer showing the signal from the resistive divider before
(left) and after (right) installation of the filter. The arrows
indicate the 1.1 Hz marker. The vertical scale is 5 mV in
the left plot and 1 mV on the right.

This analyzer was an HP 3561 A Dynamic Signal Ana-
lyzer with 0.125 mHz to 100 kHz bandwidth. It was used
with AC coupling that suppressed the signal below
~0.1 Hz.

The ripple specified for the IS HV PS, Glassman
LT40NS50, is small, < 12 V rms [9]. Therefore, we sus-
pected that the noise could be caused by the reference DAC
signal and/or common mode noise between the DAC and
PS. The same spectrum analyzer was used to measure the
ground signals between the 30 kV PS and the DAC refer-
ence chassis and showed the same noise spectrum at about
the expected amplitude. Hence, a low-pass R/C filter hav-
ing a cut-off frequency pole at 0.12 Hz was installed at the
PS reference input, attenuating both the common mode and
single-ended noise arriving over the long cable from the
DAC reference.
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The measurements of the HV output spectrum, repeated
after installation of the filter, showed a significant decrease
of the noise (Fig. 5 right). For example, the rms amplitude
of the characteristic 1.1 Hz line decreased from 2.4 to

0.22 mV.

The measurements of the BPM scatter were repeated for
same transverse focusing before and after installation of

the filter with the beam propagated through the entire
PIP2IT without acceleration in the cryomodules. Compar-

ison of the rms scatter in each BPM channel is shown in

Fig. 6. After installation of the filter, the rms scatter, aver-

aged over all BPMs, decreased by 2.5 times in X and by

3.1 times in Y.

——19-Mar-21

——23-Mar-21

oX, mm
=
g —_ e
i n (8]

=
=)
T

=]

Z. m

——19-Mar-21 -e—23-Mar-21

Gy, mm

——19-Mar-21 -—e—23-Mar-21

o_phase, degree

Z. m

Figure 6: Comparison of the scatter in BPM readings be-
fore (marked 19-Mar-21) and after (23-Mar-21) installa-
tion of the IS HV PS reference input filter. Beam energy
was 2.1 MeV. 5000 points recorded at 20 Hz were analyzed
in each case. The top, middle, and bottom plots show the
rms scatter for each BPM in horizontal vertical, and longi-
tudinal (phase) planes, correspondingly. The phases are ex-
pressed in units of degrees of 162.5 MHz.
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The scatter in the phases recorded by BPMs decreased
significantly as well, as shown in Fig. 6 bottom plot. A nu-
merical comparison of all BPM readings is not applicable
since the field amplitudes in the last two bunching cavities
were slightly different between two measurements. While
it doesn’t affect noticeably the transverse dynamics, the en-
ergy jitter in the drift space downstream of the MEBT
strongly depends on specific bunching cavities’ settings.
Inside the MEBT (Z <10 m), the average rms scatter de-
creased by a factor of 2.5.

Since the decrease of the BPM phase scatter was not
originally expected, the phase signals in the data sets used
for Fig. 6 were analysed in more detail. The BPM phase
signals before installation of the IS HV PS filter showed
the frequency spectrum very similar to the one shown in
Fig. 2c for the transverse motion, with the same character-
istic 1.1 Hz line. Analysis of the first SVD spatial mode
indicated that it corresponded to the energy jitter at the exit
of the RFQ with rms amplitude of 0.2 keV.

After the filter installation, the 1.1 Hz line disappeared
in all BPM signals. The remaining noise was confined to
frequencies below 0.2 Hz. The eigenvalues of the first
modes were comparable, which indicated that the beam jit-
ter was indistinguishable at the measurement noise.

Response of the BPMs to excitation of the IS HV (before
installation of the filter) was recorded as well (Fig. 7).
Since the measurement was made again at different set-
tings of the bunching cavities, direct fitting to the beam jit-
ter was not possible. However, conditions at the RFQ exit
calculated from the Fig. 7 data agreed with observations in
the beam jitter: the response in the initial phase was close
to zero, and variation of energy was 3.8 times higher than
variation of the IS HV.

We conclude that before installation of the filter a domi-
nant portion of the BPM phase scatter was also related to
the noise of IS HV.

= —_ ~
[—] [9]] [—) N (=]

Phase response, deg

|
n

0 5 10 15 20 25
Z, m

Figure 7: Response of BPM phases to oscillation of the IS
HV with 0.2 kV amplitude and 0.125 Hz frequency. 802
points were recorded at 5 Hz. Beam energy was 2.1 MeV.

CONCLUSION
The scatter in BPM readings at PIP2IT was analysed
with SVD and found to be dominated by the beam jitter. To
find the source of the jitter, responses of the orbit in the
MEBT to variation of parameters in the LEBT and the ion
source were measured by applying a small-amplitude si-
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nusoidal variation to each parameter and recording the cor-
responding line in the BPM spectra. Comparison of these
orbit responses with the jitter spatial pattern determined
that the source of the jitter was the ion source high voltage
noise at the level of about 60 V rms. The observation was
supported by direct measurements of the high voltage sig-
nal. Installation of the low-pass filter at the HV power sup-
ply reference signal decreased the rms scatter in BPM po-
sition readings by a factor of 2-3. The scatter in BPM
phase readings in the MEBT decreased as well by a similar
factor.
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Abstract

Resonance studies have been conducted during the recom-
missioning of the CERN Proton Synchrotron Booster (PSB)
following the implementation of the LHC Injectors Upgrade
(LIU) project. In particular, resonance identification through
so-called loss maps has been applied on all four rings of
the PSB, revealing various resonances up to fourth order.
In a second step, compensation schemes for the observed
resonances were developed using a combination of analyti-
cal methods, experimental data and machine learning tools.
These resonance compensation schemes have been deployed
in operation to minimize losses for reaching high intensity
and high brightness, thereby achieving the target brightness
for the LHC-type beams.

INTRODUCTION

After the completion of the LIU project [1], the PSB faces
the challenge of achieving the target values of twice the
brightness for the LHC-type beams and increased intensity
for the fixed target beams of the various physics users, such
as ISOLDE [2] and n-TOF [3], as well as possible future
users in the scope of the Physics Beyond Coliders (PBC)
project [4]. The main limitations for reaching these goals
come from space charge effects, which have been mitigated
with the increase in injection energy achieved with the new
linear accelerator, Linac4 [5], and the H™ charge exchange
injection scheme [6,7]. However, the g-beating introduced
by the injection chicane in the first few ms [8] of the cycle,
as well as betatron resonances excited by machine imperfec-
tions, still require careful correction for reaching the target
beam parameters.

Extended resonance studies were conducted in the pre-
LIU era to characterize the resonances, in all PSB rings, at
the new injection energy of 160 MeV [9, 10]. The studies,
which were used as a preparatory stage for a smoother recom-
missioning period, revealed several 3" order normal and
skew resonances. It should be noted that the four superposed
rings did not behave the same in terms of resonances. For
example, in Ring 4 only the normal sextupole resonance,
Ox +20, = 13, was observed while in Ring 3 all skew and
normal 3" order resonances resulted in losses. In addition,
the compensation values for the same resonance in different
rings, such as the half integer resonance excited in all rings,
were different. However, the energy upgrade was only part of
the LIU project. The newly installed elements, like the ones
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Figure 1: Schematic of the expected incoherent tune spreads
at the PSB injection (yellow area) and extraction (green area)
for the LHC-type beams. The tunes are varied during the
cycle following the dotted black line. Resonance lines up to
4™ order are plotted, normal in solid and skew in dashed. The
non-systematic resonance lines are plotted in blue and the
systematic in red. Potentially excited resonances of interest
are highlighted in different colors depending on their order,
3 order normal in purple, skew in brown and 4" order
normal in orange.

needed for the new injection scheme, can have an impact on
the excitation of the resonances and hence past studies can
only offer an indication of the post-upgrade behaviour. Fur-
thermore, the expected incoherent space charge tune spread
at the PSB injection can be, in absolute value, larger than
|AQ«,y| > 0.5 for the higher brightness beams [11,12]. Con-
sequently, the tunes are set to high values at injection, for
example Q, = 4.4 / Q, = 4.45 for these beams. The tunes
are then varied during acceleration to reach the optimized
extraction tunes of O, = 4.17 / O, = 4.23. Hence, the tune
space of interest is large and multiple resonances are crossed
during normal operation as shown in Fig. 1. In this respect,
complete studies in order to identify and compensate any
observed resonances were crucial during the commissioning
phase to prepare the operational beams.

RESONANCE IDENTIFICATION

The resonance studies were one of the priorities of the
commissioning period in the PSB, as multiple 2"¢ and 3™
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Figure 2: Loss maps resulting from dynamic tune scans in all four rings of the PSB. The transverse tune space is color

coded using the loss rate variation. Resonance lines up to 4" order are plotted, normal in solid lines and skew in dashed.

The non-systematic resonance lines are plotted in blue and the systematic, the coupling resonance in this case, in red.

order resonances were expected to be excited [10]. In order
to identify the resonances in the transverse tune space, the
dynamic tune scan technique was used to produce the loss
maps. In this technique, one of the tunes is kept constant
throughout the cycle while the other one is changed dynam-
ically. At the same time, the intensity is recorded and the
resonances are revealed through the induced losses. The
range of tunes for the scan is 4.15 to 4.48 and the step for
the static tune is 0.0085. For the studies, a flat cycle at the
injection energy of 160MeV is used. In this manner, the
beam is stored for a long time, 275 ms to 700 ms, and all
resonances are studied at the same energy. It should be high-
lighted that only cycle times after 350 ms are considered to
avoid effects coming from the injection process and ensure
that the beam parameters are the same at the beginning of
each scan. The beam is setup in order to have a small space
charge tune spread of AQ, , = —0.035, as low brightness
beams are the most sensitive in terms of losses to machine
driven errors [13].

The dynamic tune scans are conducted in all rings of the
PSB and in all directions, i.e. four different scans for each
ring. Initially the Q is kept constant while Q, varies from
max to min following a scan in which it varies from min to

Beam Dynamics in Rings

max, the same is repeated keeping O constant and varying
the Q. The different scans are needed as the dynamic tune
or the direction of the crossing can have an impact on the
observable, i.e. the loss rate. For example, 1D resonances,
such as the 3Q, = 13, can be completely transparent if they
are not dynamically crossed, i.e. varying the Q in this case,
as on the resonance they create constant losses and not a
variation of the loss rate. The direction of the tune sweep
can also affect which resonances appears stronger, since
the beam degrades during the first crossing of a resonance
and subsequent resonance crossings can exhibit a different
behavior in terms of loss rate. In the loss maps shown in
this paper, the average value for all four scans in each ring
is considered.

The resulting loss maps for each ring with the natural

excitation of the resonances in the PSB, are shown in Fig. 2.

In all rings we can identify resonances up to 4™ order. In
fact, even though the strength of the resonances is not the
same in all rings, as deduced from the presented loss rate,
all 3" (normal and skew) and 4™ (normal) order resonances
are excited in all rings. It should be noted that this was
an unexpected result as the 4™ order resonances were not
observed in the PSB before the LIU upgrade. In addition,
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previous studies had shown that different resonances were
excited in different rings. In the recent results, the only ring
that exhibits a different behaviour is Ring 1 as the dominat-
ing errors seem to be the ones exciting the 3" order skew
resonances, 30, = 13 and 20, + Q, = 13, and not the 3rd
order normal ones, 3Q, = 13 and Q, + 20, = 13, as in the
other rings. The strongest resonance in terms of losses is
the O + 20, = 13 in Ring 3. This resonance is observed
inducing less losses in the other rings. Finally, the half inte-
ger resonance was not included in the scan as the full beam
is lost once the 4.5 tune is approached in either plane.

RESONANCE COMPENSATION

The naturally excited 2" and 3™ order resonances in the
PSB can be compensated using the available correctors as
demonstrated in the past [10, 14]. Even though 4™ order
resonances had not been previously observed, the PSB is
equipped with octupole correctors that could act on the ob-
served resonances. To compensate the resonances, a tech-
nique based on both analytical tools (Resonance Driving
Terms (RDT) analysis using PTC [15] in MADX [16]) and
experimental data (intensity monitoring while dynamically
crossing the resonance and varying the corrector strengths)
is used, as described in [10,13,17].

Vertical Half Integer Resonance

The resonance at O, = 4.5 is the strongest in the regime of
interest for the operation of the PSB. The injection working
point for the high brightness beams is Q, = 4.40 / Q, =
4.45 as shown in Fig. 1. Past studies had suggested pushing it
above the half integer resonance at O, = 4.43 / O, = 4.60to
improve brightness [9]. As a result, the first compensation
studies focused on the 2Q, = 9 resonance. In the past,
the half integer resonance was perfectly compensated [10].
Currently only a partial compensation is possible with ~ 5%
remnant losses during the crossing as seen in Fig. 3 where
the natural excitation and the best found configuration are
given. It should be noted that this is not correlated to the
B-beating induced by the injection chicane, as the resonance
is studied long after the injection process has finished. The
fact that the half integer is not perfectly compensated is a
limitation for the brightness and the high intensity beams

— natural
— compensation ||

© o 9 0o = =
N D O ® O N

Normalized Intensity

O‘ " I 1
900 300 400 500 600 700 800 900
Time [ms]

Figure 3: Normalized intensity while crossing the half inte-
ger resonance from 400 ms to 500 ms with the natural exci-
tation (blue) and after the compensation (green).
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for tunes QO > 4.5. Consequently, all operational beams are
currently setup below the 20, = 9.

High Order Resonances

Nonlinear higher order resonances are compensated fol-
lowing the same procedure. For each resonance the corre-
sponding correction magnets are used, i.e. sextupoles are
used for 3™ order normal, skew sextupoles for 3™ order skew
and octupoles for 4" order normal resonances. Every time
two correctors (orthogonal for the corresponding RDT) are
varied and only one resonance is crossed. Like this, the
magnet strengths can be used in the MADX PSB model
to identify the RDT of the excitation and characterize the
resonance.

Resonances of 3" order, both normal and skew, are al-
ways fully compensated, however, the 4™ order resonances
could only be partially corrected. Figure 4 shows two rep-
resentative cases, one of a full compensation of a 3 order
normal resonance (left) and one of a partial compensation
of a 4™ order resonance (right). The resonance is fully com-
pensated as a region with practically no losses is identified
in Fig. 4 (left). On the other hand, the compensation of the
4™ resonance cannot be further improved as the correctors
are running out of their limits (50 A) before the losses are
completely eliminated in Fig. 4 (right). It is worth noting
that in the half integer case discussed previously the limita-
tion for the compensation is not coming from the current as
the minimum loss region was fully identified.

56 40 6.4
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< 402
320 0
24 2 32 4
3 248
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—-40-20 0 20 40 -40-20 0 20 40
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N
o

lono1211

o]

o

Figure 4: Current configuration of the corresponding correc-
tors to compensate a normal sextupole (left) and normal oc-
tupole (right) resonance color coded to the measured losses
as the resonance is being crossed.

Given the fact that during normal operation the tune in the
PSB changes, as shown in Fig. 1, it is important to investigate
global corrector settings that can compensate all resonances
of concern at the same time. In this manner, no losses or
emittance blow-up should be induced when the resonances
are crossed or overlapped due to the space charge induced
tune shift. Global settings for the 4™ order resonances were
found experimentally, as all resonances had similar com-
pensation values. It is reminded that, as shown in Fig 4,
the compensation for the octupoles is partial. However, for
the 3™ order resonances, the settings of the correctors were
different for each resonance and no global corrections could
be found experimentally.

Using in the MADX model the corrector settings found
experimentally, the RDT of the error that drives each reso-
nance can be approximated. Calculating the RDTs of each

Beam Dynamics in Rings
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Figure 5: Loss maps resulting from dynamic tune scans in all four rings of the PSB with octupoles and sextupoles for
the simultaneous correction of the 3" and 4™ order normal resonances. Note that in R2 only one of the 3™ order normal
resonances is compensated. The transverse tune space is color coded using the loss rate variation. Resonance lines up to 4™
order are plotted as in Fig. 2.

ing point for two 3™ order normal resonances 3Q, = 13 and
Ox + 20, = 13, this response matrix can be devised:

available corrector magnet on the crossing point of the reso-
nances, one could try and characterize the combined effect
of each magnet to all considered resonances. For example,
performing the RDT analysis at O , = 4.33, i.e. the cross‘—

Re[RDT35M]  Re[RDT3S™]  Re[RDT;r ) Re[RDT35M] Froeut Re[RDT5e
Im[RDT;ggf ] Im[RDT;g;2 Im[RDT;gg3] Im[RDT;‘gg“] Fpoen2 Im[RDTy5®] 0
Re[RDT, L Re[RDTX™, | Re[RDTE™, | Re[RDT4, 1|~ |Fiens| — |Re[RDTGES, ]
Im[RDTZ 1 Im[RDTS5, 1 Im[RDTYSS ) 1 Im[RDTxS, 1| [Pl | Im[RDTGES) ]

(

where, the real and imaginary parts of the measured RDTs
and the RDTs from the individual sextupoles can be used
to identify the factors Fiseu(,2,5,4 that are needed in all sex-
tupoles to compensate both resonances at the same time.
Note that in order to acquire a global solution using this
technique, at least two correctors are needed for each reso-
nance, i.e. 4 in this example. Due to current limitations, the
solution for ring 2 could not be used and in ring 1 an extra
sextupole magnet, i.e. 5 in total, had to be included. To add
this extra magnet, the combined RDT of two sextupoles pow-

ered at the same current was used in Eq. (1). This procedure
was followed for the 3 order normal resonance but could
not be tested for the skew resonances, as only three skew
sextupole correctors are currently connected in all rings.

The global settings for the octupoles and the normal sex-
tupoles are tested experimentally in the machine and the
resonance identification studies are repeated. The result-
ing loss maps with the settings for the compensation of 3"
and 4" order normal resonances are given in Fig. 5. The
4™ order resonances seem to be corrected at a satisfactory

MOP06

Beam Dynamics in Rings 43

©= Content from this work may be used under the terms of the CC BY 3.0 licence (© 2021). Any distribution of this work must maintain attribution to the author(s), title of the work, publisher, and DOI



©=2d Content from this work may be used under the terms of the CC BY 3.0 licence (© 2021). Any distribution of this work must maintain attribution to the author(s), title of the work, publisher, and DOI

64™ ICFA ABDW on High-Intensity and High-Brightness Hadron Beams
ISSN: 2673-5571

ISBN: 978-3-95450-225-7

level in all rings. On the other hand, the sextupole reso-
nances appear well compensated in rings 2, 3 and 4 (recall
that in ring 2 only the setting for the O + 20, = 13 is
active), but in ring 1 the situation is quite different. The
normal sextupole resonances, which were not very strong
naturally as shown in Fig. 2, appear substantially enhanced.
This implies a cross talk between the corrector magnets and
resonances, other than the ones they are compensating. To
investigate this interaction further loss maps compensating
the sextupole and octupole resonances alone were performed
and are shown in Figs. 6 and 7 respectively. Figure 6 shows
that the analytically acquired global compensation values
for the sextupole resonances in rings 1, 3 and 4 work as ex-
pected and do not affect the other resonances. In the case of
octupoles however, (Fig. 7), while the 4™ order resonances
are compensated the 3 order resonances, especially the
normal ones, are strongly enhanced in all rings.

Optimizer Tools

The significant cross talk of the correctors with the
resonances and the difficulties in identifying global set-
tings for the skew sextupoles pushed for further optimiza-
tions of the compensation schemes. To this end, the
tool Generic Optimisation Frontend and Framework (Ge-
OFF) [18], which uses the python implementation of the
algorithm for bound constrained optimization without deriva-
tives, pyBOBYQA [19-21], was used to refine the scheme.

The optimization tool significantly reduces the time
needed for the corrector current scans as it diminishes the
need for a full scan of the parameter space. Consequently,
it’s possible to use more corrector magnets to improve the
compensation of partial corrected resonances as well as in-
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Figure 6: Loss maps resulting from dynamic tune scans in all
four rings of the PSB with sextupoles for the compensation of
the 3" order normal resonances, 3Q, = 13 and O, + 20y =
13. Note that in R2 only the O« + 20, = 13 is compensated
as not enough correctors were available. The transverse tune
space is color coded using the loss rate variation. Resonance
lines up to 4" order are plotted as in Fig. 2.
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Figure 7: Loss maps resulting from dynamic tune scans in
all four rings of the PSB with octupoles for the compensation
of the 4 order normal resonances, 4Q, = 17, 40, =17
and 2Q +2Q, = 17. The transverse tune space is color
coded using the loss rate variation. Resonance lines up to
4™ order are plotted as in Fig. 2.

vestigate global settings experimentally. As a first step, the
resonances were tackled individually. The compensation
settings for several resonances appeared different than what
was measured at the beginning of the year. It should be noted
that these differences are not connected to the new tools used
but rather indicate that since the commissioning the errors
changed. Furthermore, the 4" order compensation was im-
proved using all the available octupoles (four per ring) and
global settings for the 3" order skew resonances were found
using all skew sextupoles (three per ring). These optimized
settings have improved the performance of the machine, con-
tributing to the increased brightness [8]. However, studies
are still ongoing to further characterize the resonances and
improve the performance exploiting the full potential of the
optimizer framework.

CONCLUSION

Resonance studies were conducted in the PSB during
the commissioning period after the upgrade in the frame
of the LIU project. The studies revealed resonances up to
4™ order in all rings, that were observed for the first time.
Compensation schemes allowing for global compensation
of the resonances were developed through extensive experi-
mental and analytical studies. Refinement of the schemes
with optimizer tools provides a better compensation for all
resonances and has contributed to higher brightness and
intensity for the PSB users.

ACKNOWLEDGEMENTS

The authors would like to thank the PSB Operations and
commissioning teams for their support during the experi-
ments and A. Huschauer, V. Kain and N. Madysa for the
optimization tools used during the resonance compensation
campaign.

Beam Dynamics in Rings



64™ ICFA ABDW on High-Intensity and High-Brightness Hadron Beams
ISBN: 978-3-95450-225-7

(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

(10]

(1]

REFERENCES

H. Damerau et al., “LHC Injectors Upgrade, Technical Design
Report, Vol. I: Protons”, Technical Report, CERN-ACC-2014-
0337, Dec 2014.

B. Jonson and K. Riisager, “The ISOLDE facility”, Schol-
arpedia, vol. 5, no. 7, p. 9742, 2010. doi:10.4249/
scholarpedia.9742

A. Mengoni et al., “Status and perspectives of the neu-
tron time-of-flight facility nTOF at CERN”, EPJ Web
Conf., vol. 239, p. 17001, 2020. doi:10.1051/epjconf/
202023917001

J. Jaeckel, M. Lamont, and C. Vallee “The quest for new
physics with the Physics Beyond Colliders programme”,
Nat. Phys., vol. 16, pp. 393-401. 2020. doi:10.1038/
s41567-020-0838-4

L. Arnaudon et al. “Linac4 Technical Design Report”, CERN,
Geneva, Switzerland, Rep. CERN-AB-2006-084, 2006

E. Renner et al., “Beam Commissioning of the New 160
MeV H- Injection System of the CERN PS Booster”, in Proc.
12th Int. Particle Accelerator Conf. (IPAC’21), Campinas,
Brazil, May 2021, paper WEPAB210, pp. 3116-3119. doi:
10.18429/JACoW-IPAC2021-WEPAB210

E. H. Maclean et al., “Optics Measurement by Excita-
tion of Betatron Oscillations in the CERN PSB”, in Proc.
12th Int. Particle Accelerator Conf. (IPAC’21), Camp-
inas, Brazil, May 2021, pp. 4078-4081. doi:10.18429/
JACoW-IPAC2021-THPAB168

T. Prebibaj et al., “Injection chicane beta-beating correction
for enhancing the brightness of the CERN PSB beams”, pre-
sented at HB’2021, Fermilab, Batavia, IL, USA, Oct. 2021,
paper MOP138, this conference.

V. Forte, “Performance of the CERN PSB at 160 MeV with

H™ charge exchange injection”, 2016. https://cds.cern.

ch/record/2194937

A. Santamaria Garcia et al., “Identification and Compen-
sation of Betatronic Resonances in the Proton Synchrotron
Booster at 160 Mev”, in Proc. 10th Int. Particle Accelera-
tor Conf. (IPAC’19), Melbourne, Australia, May 2019, pp.
1054-1057. doi:160.18429/]ACoW-IPAC2019-MOPTS086

B. Mikulec, A. Findlay, V. Raginel, G. Rumolo, and
G. Sterbini, “Tune Spread Studies at Injection Energies for

Beam Dynamics in Rings

ISSN: 2673-5571

(12]

(13]

[14]

[15]

[16]

(171

(18]

[19]

[20]

[21]

HB2021, Batavia, IL, USA JACoW Publishing
doi:10.18429/JACoW-HB2021-MOPO6

the CERN Proton Synchrotron Booster”, in Proc. HB2012,
Beijing, China, Sept. 2012, paper MOP249, pp. 175-179.

E. Benedetto ez al., “CERN PS Booster Upgrade and LHC
Beams Emittance”, in Proc. 6th Int. Particle Accelerator Conf.
(IPAC’15), Richmond, VA, USA, May 2015, pp. 3897-3900.
doi:10.18429/]ACoW-IPAC2015-THPF088

F. Asvesta, H. Bartosik, S. Gilardoni, A. Huschauer,
S. Machida, Y. Papaphilippou, and R. Wasef, “Identifica-
tion and characterization of high order incoherent space
charge driven structure resonances in the CERN Proton Syn-
chrotron”, in Phys. Rev. Accel. Beams, vol. 23, no. 9, 2020,
doi:10.1103/PhysRevAccelBeams.23.091001

P. Urschiitz, “Measurement and Compensation of Second and
Third Order Resonances at the CERN PS Booster”, in Proc.
9th European Particle Accelerator Conf. (EPAC’04), Lucerne,
Switzerland, Jul. 2004, paper WEPLTO03, pp. 1918-1920.

F. Schmidt, E. Forest, and E. Mclntosh, “Introduction to
the polymorphic tracking code: Fibre bundles, polymorphic
Taylor types and ‘Exact tracking’”, CERN-Report CERN-SL-
2002-044-AP. KEK-REPORT-2002-3, 2002.

L. Deniau, E. Forest, H. Grote, and F. Schmidt, computer
code MAD-X, 2016. http://madx.web.cern.ch/madx/

F. Asvesta, H. Bartosik, A. Huschauer, Y. Papaphilippou, and
G. Sterbini, “Resonance Identification Studies at the CERN
PS”, in Proc. 9th Int. Particle Accelerator Conf. (IPAC’18),
Vancouver, Canada, Apr.-May 2018, pp. 3350-3353. doi:
10.18429/]ACoW-IPAC2018-THPAKO56

V. Kain and N. Madysa, “Generic Optimisation Frontend
and Framework (GeOFF)”. https://gitlab.cern.ch/
vkain/acc-app-optimisation

M. Powell, “The BOBYQA Algorithm for Bound Constrained
Optimization without Derivatives.” Technical Report, Depart-
ment of Applied Mathematics and Theoretical Physics, 2009.

C. Cartis, J. Fiala, B. Marteau, and L. Roberts, “Improving the
Flexibility and Robustness of Model-Based Derivative-Free
Optimization Solvers”, ACM Transactions on Mathematical
Software, 45:3 (2019), pp. 32:1-32:41. arXiv:1804.00154

C. Cartis, L. Roberts, and O. Sheridan-Methven, “Escap-
ing local minima with derivative-free methods: a numerical
investigation, Optimization” (2021). arXiv:1812.11343

MOP06

=
wn

©= Content from this work may be used under the terms of the CC BY 3.0 licence (© 2021). Any distribution of this work must maintain attribution to the author(s), title of the work, publisher, and DOI



64™ ICFA ABDW on High-Intensity and High-Brightness Hadron Beams HB2021, Batavia, IL, USA JACoW Publishing
ISBN: 978-3-95450-225-7 ISSN: 2673-5571 doi:10.18429/JACoW-HB2021-MOPO7

CHROMATICITY MEASUREMENT USING BEAM TRANSFER FUNCTION
IN HIGH ENERGY SYNCHROTRONS

X. Buffat*, S.V. Furuseth, G. Vicentini, CERN, Geneva, Switzerland

Abstract

' antro] of .chr(?magclty is often critical to mitigate col.lec— =500/ 100 turns
tive instabilities in high energy synchrotrons, yet classical = 50 turns
measurement methods are of limited use during high inten- 4001

sity operation. We explore the possibility to extract this in- z
formation from beam transfer function measurements, with o
the development of a theoretical background that includes =
the impact of wakefields and by analysis of multi-particle %
tracking simulations. The investigations show promising g
results that could improve the operation of the HL-LHC by o
increasing stability margins. © 0

INTRODUCTION Chromaticity

Operation with the lowest positive chromaticity is usually
advised in high energy hadron synchrotrons (i.e. above tran-
sition) to both ensure the self-stabilisation of the rigid bunch
mode while maximising the beam lifetime. In machines
with a fast cycle, the chromaticity is often set empirically
to the lowest value that does not result in instabilities. For
machines with a long cycle, such as the Large Hadron Col-
lider, this approach is time consuming. In addition, dynamic
effects in superconducting magnets and lengthy beam optics
operations may lead to strong variations of the chromaticity
requiring dynamic corrections. In the LHC, the chromaticity
is corrected through the cycle based on a measurement dur-
ing a dedicated cycle featuring an energy modulation driven
by the RF cavities. Such an energy modulation cannot be
used with high intensity beams (i.e. multiple bunches) due
to the large amount of beam losses generated. The operation
with high intensity beams therefore relies on the corrections
done with low intensity beams and the cycle-to-cycle repro-
ducibility of the machine. The design chromaticity for the
LHC is 2 units [1]. Figure 1 shows the octupole strength
required to stabilise the beams, taking into consideration
the residual noise that the beam experiences (dashed lines).
We observe that the design chromaticity of 2 units is quite
optimal to minimise the strength of the octupole required
to stabilise the beams, while avoiding the potential adverse
effects on the single particle dynamics that could occur at
high chromaticity, e.g. around 20 units. However, this work-
ing point is close to the most critical configuration in terms
of required octupole strength, i.e. around a chromaticity of
0. The cycle-to-cycle reproducibility is not enough to guar-
antee a sufficient stability of the chromaticity at the optimal
working point. The operational working point was therefore
set at 15 units [2], allowing for potential cycle-to-cycle vari-
ations in the order of +5 units. Due to this uncertainty, the
optimal range of chromaticities, here around 3 units, cannot
be exploited. Enabling this opportunity could reduce the

Figure 1: Octupole current required for the stabilisation of
the beam in the LHC in the configuration described in Ta-
ble 1. The solid lines correspond to the octupole threshold
obtained neglecting the impact of residual sources of noise
on the beam (e.g. [3]), while the dashed lines take into ac-
count the destabilising effect of noise [4]. The blue and
green curves are labelled with the corresponding damping
time of the active feedback.

need for octupole strength by about a factor 2, thus offering
significant operational margins, e.g. in terms of control of
linear coupling or residual lattice nonlinearities, which need
to be compensated with more strength in the arc octupoles to
maintain Landau damping [5]. Alternatively, this might also
allow for a reduction of the collimator gaps, thus improving
the cleaning efficiency.

We observe in Fig. 1 that the width of this range of
chromaticities featuring minimal octupole requirement de-
pends on the gain of the transverse damper. In addition, the
non-Gaussian modifications of the longitudinal distribution
caused by the active blowup during the ramp [6] may signif-
icantly narrow down the range of optimal chromaticities [7].
To exploit this optimal working point, we therefore seek
a chromaticity measurement technique that features a low
level of beam losses, even during high intensity operation,
and an accuracy in the order of 1 unit. The Beam Trans-
fer Function (BTF) appears as a good candidate, since it
contains information about the chromaticity [8] and it can
be measured with a transverse excitation affecting a single
bunch among a fully filled machine thanks to fast kickers
and pickups. After a brief reminder of important theoretical
aspects of the BTF and a description of our numerical model,
we shall describe different ways to extract the chromaticity
from the BTF measurement, identifying their strengths and
xavier.buffat@cern.ch shortcomings based on their application to simulation data.
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Table 1: LHC Machine and Beam Parameters

Parameter Value
Energy [TeV] 7
Bunch intensity [1o'h 1.8
Norm. trans. emittance [ um] 2
B* [m] 1
ATS Telescopic index 1
Frac. horizontal tune 0.31
Frac. vertical tune 0.32

R.m.s bunch length [cm] 8
RF voltage [MV] 12
Synchrotron tune 0.0018
Wakefields model [9]

BTF Theory

The BTF is defined as the ratio of the beam oscillation
amplitude at a given frequency € to the external excitation
amplitude at that frequency. Following [10], we may write
it for a given chromaticity Q” as:

BTF(Q,Q') = ) T /(Q)w/(Q"),
I

(D

where we could separate the expression in two integrals
that depend on the tune spread and on the chromaticity,
respectively. We have

i
of = 2
T =272 [ [ 5= 000U T,) — lo,

dJ dJy,

2
with w( the revolution frequency, w, the synchrotron fre-
quency, Q(J,,J,) the betatron tune as a function of the trans-
verse actions and / the azimuthal mode number. The unper-
turbed transverse distribution is given by f,,. The weights of
the azimuthal modes are given by

r dr,
B~
with Qg the synchrotron tune and g, the longitudinal g func-
tion given by the product of the r.m.s. bunch length and the
r.m.s relative momentum spread. J;(-) is the Bessel func-
tion of the first kind. The longitudinal distribution g (r,)
is expressed as a function of the longitudinal amplitude of
oscillation, i.e. z = r, cos(®).
In the presence of wakefields, the BTF takes a similar
form [10]:

oo o'r 2
wi(Q') = 2 fo Ji (Tﬁi) 8o(r2) 3)

BTFyue(Q,Q) = ) T1¥(Q) it @)

m
with a summation over the modes m with a corresponding
azimuthal number /,,. We have defined

o wake — ylrn(g)
./ (Q) = >
b [+2A0,,7, (Q)

S
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with AQ,, the complex tune shift of mode m. The corre-
sponding weight depends on the shape of the longitudinal
eigenfunction m,,, (J,, ¢):

2 )
Tm = fo de fo dJ,m,,(J., $)go(J-, ¢), (6)

with J, and ¢ the longitudinal action angle variables.

Numerical Model

To evaluate the performance of the various approaches, we
numerically generate a set of measurements using macropar-
ticles simulations with the code COMBI [11]. We start by
initialising the coordinates of 10° macroparticles randomly
distributed in 6D phase space. The tracking is then per-
formed through a loop over 10° turns each consisting of the
following actions executed sequentially:

* Rotation in transverse and longitudinal phase space
based on the respective tunes, including linear detuning
with the relative momentum deviation (chromaticity)
and linear detuning with the transverse actions. Linear
motion is assumed in the longitudinal plane.

* Change of transverse momentum of each of the par-
ticles due to the wakefields based on the transverse
positions of the particles ahead of it (longitudinal slice
model, with 100 slices) and the wakefields’ model.

* A change of momentum is applied to all particles in
the beam. The value of the kick is changed every turn
based on a random number generator and is recorded
into a file.

» The average position of the particles in the beam is
recorded into a file.

The BTF is obtained as the ratio of the cross power spectral
density of the positions and the kicks to the power spec-
tral density of the kicks. They are computed with Welch’s
algorithm [12].

BTF WITHOUT WAKEFIELDS
Sideband Amplitude Ratio

By assuming that the amplitude of a given sideband is
affected only by its corresponding term [ in Eq. (1), which
means that the betatron tune spread is much smaller than the
synchrotron tune, we may write the ratio of the maximum
amplitude of the first lower or upper sideband / = +1 to the
one of the main mode / = 0:

R _ -oj-il(Q i Q‘Y)Wi](Q,)
“ yo(Q)Wo(Q')

_ Wil(Q,)
B Wo(Q') '

(M

Equation (2) was used to obtain the final expression. The
ratio of the amplitude of the first sideband is therefore a pow-
erful tool to assess the chromaticity for low intensity beams
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Figure 2: Amplitude ratio obtained analytically (upper plot,
black crosses) and numerically for different sidebands / and
detuning. The datasets are labelled by their r.m.s. detuning
driven by the direct term a. €, is the geometric transverse
emittance. The lower plot shows the result of an experiment
at the LHC (dots). Parabolic fits were tried whereas the
theory rather suggests Eq. (7).

(i.e. neglecting wakefields). Indeed, by solving Eq. (3) for a
Gaussian longitudinal distribution, we have [8]:

/o 2 , 2
w,G<Q’>:e_(gf’*z) 11((8‘”) )

sSEZ

®)

with o, the r.m.s. bunch length and /;(-) the modified Bessel
functions of the first kind. As shown in Fig. 2, the predicted
behaviour is well verified in numerical simulations without
wakefields as well as experimentally at the LHC. With a large
betatron tune spread (green curves in Fig. 2a) deviations are
observed. While the hypothesis used to obtain the simplified
expression for the amplitude ratio is no longer valid, the
expression for the BTF (Eq. (1)) remains valid. In such
configurations where the signals of the sidebands are mixed,
it becomes more convenient to use a nonlinear fit approach.

Nonlinear Fit

In the following we attempt to fit the phase of the BTF
obtained with COMBI using Eq. (1). The chromaticity and
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Figure 3: Error on the chromaticity of the fit of simulated
tracking data with the analytical formula neglecting wake
fields (Eq. (1)). The datasets are labelled with the corre-
sponding r.m.s. tune spread driven by the direct term ae .

direct linear detuning coefficient were used as Degrees Of
Freedom (DOF). To avoid unnecessary DOF, the indirect
detuning coefficient was set to -0.7 times the direct one, as
expected with the LHC octupoles [14]. The Nelder-Mead
algorithm [15] was used to minimise the sum of the abso-
lute differences between the BTF phase from the analytical
model and from the numerical data evaluated at 327 frequen-
cies equally spaced in a range that includes the signal of
sidebands -2 to 2, inclusive.

Figure 3 shows the accuracy of the fit for different chromatic-
ities and detunings. Most fits fail for configurations with a
low amplitude detuning (< 10~#). In such configurations,
the BTF is rather sharp at the sidebands and the resolution
of the BTF obtained numerically is limited by the number
of turns in the tracking simulations. For an intermediate
range of detunings (< 10~3 which is comparable to Q,), the
accuracy of the fitted chromaticity remains around the unit.
Such good fits are illustrated in a configuration where the
detuning is significantly smaller than the synchotron tune
(Fig 4a) and comparable to the synchrotron tune (Fig. 4b).
The fits tend to fail for large values of detuning, as the signals
of the different sidebands overlap due to their broad extend
in frequency. A configuration at the limit of the capability
of the non-linear fit is shown in Fig. 4c.

The range of detunings for which the nonlinear fit method
is accurate seems perfectly suited for an application to the
LHC at flat top before collision, for which the r.m.s. de-
tuning is usually smaller than Q,. Nevertheless, the goal is
to obtain a measurement technique that is compatible with
high intensity operation. It is therefore crucial to consider
the effect of the wakefields.

BTF WITH WAKEFIELDS

Nonlinear Fit

In the presence of wakefields, the BTF is distorted depend-
ing on the beam intensity. Such a distortion of the phase is
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Figure 4: Examples of BTF phases obtained numerically
(blue crosses) and the corresponding fit (black lines) for
a chromaticity of 15 units and different detunings. The
excitation tune is shifted to the betatron tune and expressed
in units of the synchrotron tune.

shown in Fig. 5. This distortion affects the sidebands, such
that the method based on the amplitude ratio is no longer
applicable. In addition, a significant frequency shift of the
mode can be observed (here of the mode 0). The nonlinear fit
based on Eq. (1), i.e. neglecting the presence of wakefields,
cannot adjust to such shifts. The impact on the fit accuracy
is shown in Fig. 6a. As previously, only configurations with
a low enough tune spread yield a good accuracy, at least
with a low intensity. For those good cases, a bias growing
with the intensity is observed which can be attributed to the
increasing strength of the wakefields.

In order to remove this bias, we rather use Eq. (4) as fitting
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Figure 5: Examples of BTF phases obtained numerically
for a chromaticity of 6 units, ae, = 10~ and including
wakefields. The excitation tune is shifted to the betatron
tune and expressed in units of the synchrotron frequency.

function, adding now one complex tune shift per azimuthal
mode number as DOF. The complexity of the fit is thus
greatly increased as the number of DOF changed from 2
to 12. As a result, it was observed that Newton based al-
gorithms tended to fail in this configuration, whereas they
worked as efficiently as the Nelder-Mead approach for the
simpler fit without wakefields. The accuracy of the fit in
Fig. 6b shows that the bias observed earlier was indeed re-
moved by this approach, at the expense of a low precision
(shown by the larger error bars).

Another attempt was made with a simplified fitting function,
still using Eq. (4) but assuming that only the mode 0 is af-
fected by the wakefields, i.e. AQ; = 0 for! # 0. The number
of DOF is thus decreased to 4. The idea of this simplified
approach is that the main distortion observed in Fig. 5, i.e.
the shift of mode 0, can still be fitted, whereas the more
subtle impact on the sidebands is neglected. The accuracy
of the fit shown in Fig. 6¢ shows again a suppression of the
bias, yet the precision was not significantly improved.

NEURAL NETWORK

Finally, we attempt to reconstruct the chromaticity from a
BTF using a neural network. In order to train the network a
large dataset was generated using COMBI, with 7 intensities
ranging from 10!9 to 2 - 10!2, 39 chromaticities ranging
from 0.5 to 20, 10 values of r.m.s. detuning arranged
logarithmically from 107 to 10~2. For each simulation,
10 samples were generated by adding random noise to the
simulated positions before computing the BTF. The dataset
is therefore constituted of 27300 BTF samples. 80% of the
samples were used for training, while the remaining 20%
were used to measure the accuracy.

Fully connected multilayer neural networks with different
depth were tested using Keras [16]. It was found that a four
layers network performs well. The input layer is constituted
of 327 nodes, corresponding to the BTF phases in a range
of frequencies including the sidebands -2 to 2. The two
hidden layers each decrease in size by a factor 2 (163 and
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Figure 6: Error on the fitted chromaticity as a function of the
beam intensity for different fitting functions. The average
and r.m.s. were computed across 39 chromaticities ranging
from 0.5 to 20. Each dataset is labelled with the r.m.s. tune
spread driven by the direct term ae .

81 nodes respectively). The output layer is constituted of 3
nodes corresponding to the chromaticity, the direct detuning
coefficient and the beam intensity, which were normalised
between 0 and 1. The training is done with 100 epochs in
batches of 75 samples using the ADAM method [17] with
the mean absolute error as loss function. The nodes are
activated with a Rectified Linear Unit (ReLLU) function.

The accuracy of the chromaticity obtained by the neural
network on the testing set is reported in Fig. 7. The accu-

MOPO07

wn
<

HB2021, Batavia, IL, USA JACoW Publishing
doi:10.18429/JACoW-HB2021-MOPO7

2500

2000

1500

Count

1000

-0.3

500

-0.2 -0.1 0.0
’ ’

NN ~ 2tracking

0.1 0.2

Figure 7: Error on the chromaticity obtained with the neural
network.

racy is well below unity in the whole range of parameters
on which the network was trained. This method therefore
outperforms all the others in terms of accuracy and dynamic
range. The need to train the network could become a sig-
nificant drawback in case the training on simulation data is
not sufficient for the network to perform sufficiently well on
experimental data.

CONCLUSION

The pros and cons of the various methods attempted to
extract the chromaticity from a BTF can be summarised as
follows

* The amplitude ratio is by far the simplest method
and allows for an accurate measurement of the chro-
maticity in configurations with a betatron tune spread
much lower than the synchrotron tune and in absence
of wakefields.

¢ Nonlinear fit neglecting wakefields allows for a bet-
ter accuracy in configurations featuring a tune spread
comparable to the sychrotron tune, yet it still fails for
larger tune spread. The presence of wakefields induces
a bias in the reconstructed chromaticity.

* Nonlinear fitting including wakefields removes the
bias induced by the wakefields. Yet the additional DOF
tend to deteriorate the resolution.

¢ Neural networks clearly outperforms the other meth-
ods in terms of accuracy and dynamic range. The main
drawback of this approach lies in the need for training,
experimental tests are needed to assess the possibility
to use a neural network trained on simulation data.

Both the nonlinear fit including wakefields and the neural net-
works have the potential to be used at the LHC and HL-LHC
to reduce the need for octupole strength, thus motivating
experimental tests.
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Abstract

In recent years, transverse beam splitting by crossing a
stable resonance has become the operational means to per-
form MultiTurn Extraction (MTE) from the CERN PS to the
SPS. This method delivers the high-intensity proton beams
for fixed-target physics at the SPS. More recently, further
novel manipulations have been studied, with the goal of de-
vising new techniques to manipulate transverse beam prop-
erties. AC magnetic elements can allow beam splitting to
be performed in one of the transverse degrees of freedom.
Crossing 2D nonlinear resonances can be used to control the
sharing of the transverse emittances. Furthermore, cooling
the transverse emittance of an annular beam can be achieved
through an AC dipole. These techniques will be presented
and discussed in detail, considering future lines of research.

INTRODUCTION

Nonlinear effects introduce new phenomena in beam phys-
ics. In recent years, they have been used extensively to
design novel beam manipulations in which the transverse
beam distribution is modified in a controlled way for differ-
ent purposes. This is the case for the beam splitting that is at
the heart of the CERN Multiturn Extraction (MTE) [1-4].

The possibility of a controlled manipulation of the phase
space by means of an adiabatic change of a parameter opened
the road-map to new applications in accelerator and plasma
physics [1, 5-9]. In particular, the adiabatic transport per-
formed by means of nonlinear resonance trapping allows
manipulation of a charged particle distribution, as to minim-
ize the particle losses during the beam extraction process in
a circular accelerator. Furthermore, the control of the beam
emittance can be obtained by a similar approach [4, 10, 11].
The experimental procedures [4, 10, 11] require a very pre-
cise control of the efficiency of the adiabatic trapping into
resonances [12—14], as well as of the phase-space change
during the adiabatic transport, when a parametric modula-
tion is introduced by means of an external perturbation. All
these processes can be represented by multi-dimensional
Hamiltonian systems or symplectic maps [15].

The adiabatic theory for Hamiltonian systems is a key
breakthrough towards an understanding of the effects of
slow parametric modulation on the dynamics. The concept
of adiabatic invariant allows the long-term evolution of the
system to be predicted and the fundamental properties of the
action variables to be highlighted upon averaging over the
fast variables [16, 17]. The theory has been well developed
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for systems with one degree of freedom [12, 18-21], but the
extension of some analytical results to multi-dimensional
systems or to symplectic maps [22] has to cope with the
issues generated by the ubiquitous presence of resonances in
phase space [23, 24]. For these reasons, such an extension
is still an open problem.

The combination of nonlinear effects that do not preserve
the linear Courant-Snyder invariant, and adiabatic variation
of the system parameters that allow crossing separatrices,
opens new regimes that can be used to propose novel beam
manipulations, in which essential beam parameters, such as
the emittances can be changed in a controlled way.

In this paper, three novel beam manipulations are re-
viewed, namely beam splitting by means of AC ele-
ments [25], sharing of transverse emittances by crossing
a nonlinear 2D resonance [26], and cooling of an annular
beam distribution [27, 28].

ADIABATIC THEORY OF SEPARATRIX
CROSSING

Phenomena occurring when a Hamiltonian system is
slowly modulated have been widely studied in the frame-
work of adiabatic theory [18, 19]. As the modulation of the
Hamiltonian changes the shape of the separatrices in phase
space, the trajectories can cross separatrices and enter into
different stable regions associated with nonlinear resonances.
The separatrix crossing can be described in a probabilistic
way due to the sensitive dependence on initial conditions,
and the crossing probabilities can be computed in the adia-
batic limit, like the change of adiabatic invariant due to the
crossing [18, 19].

Let us consider a Hamiltonian H (p,q,A =€t), € < 1,
where the parameter A is slowly modulated and whose phase
space is sketched in Fig. 1. An initial condition in Region III
has a probability to be trapped into Region I or II of phase
space given by [18]

Figure 1: A generic phase-space portrait divided into three
regions (I, 11, IIT) by separatrices €1 (1) and 5 (4).
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with A; the area of region i, A; the boundary of region i,
and A the value of 1 when the separatrix is crossed. In case
Pri—;i < 0, then Py—,; = 0, whereas when Pyj_,; > 1 then
P = 1.

When a separatrix is crossed, the adiabatic invariant J
changes according to the area difference between the two
regions at the crossing time, and just after the crossing into
a region of area A, J = A/(2x). This occurs only if the
modulation is perfectly adiabatic, i.e. € < 1, but a correction
to the value of the new action can be found following [19].

The adiabatic trapping into resonances has been studied
in various works [18, 29] to show the possibility of transport
in phase space when some system’s parameters are slowly
modulated. This phenomenon suggests possible applications
in different fields and, in particular, in accelerator physics
where MTE has been proposed [1] and successfully made
into an operational beam manipulation at the CERN PS [2, 4].
In this case, an extension of the results of adiabatic theory to
quasi-integrable area-preserving maps has been considered,
and the probability to be captured in a resonance can be
computed analogously to those in Eq. (1) [15], when the
Poincaré-Birkhoff theorem [30] can be applied to prove the
existence of stable islands in phase space. The properties of
such resonance islands for polynomial Hénon-like maps [31]
have been studied in [32] and the possibility of performing an
adiabatic trapping into a resonance by modulating the linear
frequency at the elliptic fixed point has been studied [15].

Pt = Puon =1 -Pmor, (D

where

_d4
"Tda

i=LI, (2

1

BEAM SPLITTING USING AC ELEMENTS
The Model

A new approach can be devised to perform beam splitting
by considering a Hénon-like symplectic map of the form

n+1
M s [T = R(wo)x
Pn+1
3)
qn
x -1 _ -1
Pn—2js2kjgn  —q T emcoswn

where R(wy) is a rotation matrix of an angle wy, n is the
iteration number, ¢ € N, and the dynamics is perturbed by
a modulated kick of amplitude &, whose frequency w is
close to a resonance condition w = mwp+96, 6 < 1. When
¢ =1, the fixed point at the origin of the unperturbed system
becomes an elliptic periodic orbit of period 27 /w, and the
linear frequencies depend on the perturbation strength, so
that they are adiabatically modulated. This is not the case
when ¢ > 2, which is also interesting for applications.
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The Birkhoff Normal Form theory allows a relationship
between the map of Eq. (3) and the Hamiltonian [32]

2+p2

2

~ gl ¢
Hem(p,q,1) :woq +Z quj—.+8hq7 coswt (4)

Jj>2

to be established. Note that in [25] the adiabatic theory for
the Hamiltonian (4) is used to analyze the results obtained
with the map (3) and found in excellent agreement. This
observation is essential as it demonstrates that a splitting
protocol can be designed based on adiabatic theory for the
Hamiltonian (4) and it will be valid, with minor adaptations,
also for the map (3).

Splitting with AC Elements

To study the possibility of beam splitting by means of
AC elements, the third-order resonance is selected, but the
concepts used can be generalized to any resonance order.

When the system parameters are adiabatically modulated,
the trapping of the orbits into the stable islands and the adia-
batic transport are possible [18]. To optimize the trapping
probability, we propose a protocol divided into two steps. In
the first one, the perturbation frequency w is kept constant
at a value w; < m wq, near the mth-order resonance, while
the exciter is slowly switched on, increasing its strength &y,
from O to the final value &p . In the second stage, the exciter
strength is kept fixed at &y r, and the frequency is modulated
from w; to wr. Both modulations are performed by means of
a linear variation in N time steps. It is essential to mention
that, unlike MTE where w( varies as to cross a resonance,
with AC elements the resonance is created between wg and
w, and this is an essential advantage in case the value of wg
is imposed by, e.g. space charge considerations.

An example of the behavior described above is shown

in Fig. 2, where the evolution of a set of initial conditions, .

uniformly distributed on a disk of radius R, under the dy-
namics generated by H) 3, using the protocol for trapping
and transport described above, is shown. The plots show the
evolution of an ensemble of initial conditions under the same
dynamics generated by ) 3 and the colors are used to indic-
ate which region the initial conditions are trapped into. The
trapping and transport phenomena are clearly visible, thus
indicating that the proposed protocol works efficiently. It is
worth stressing that no initial condition moves towards very
large amplitudes and that there are no particles in between
islands, which means that multi-turn extraction would be
free of losses also for this type of splitting.

EMITTANCE SHARING BY CROSSING 2D
NONLINEAR RESONANCES

We remark that this idea was inspired by [33], where
the analysis of the crossing of a 2D nonlinear resonance
was carried out with the goal of quantifying the emittance
growth due to a fast resonance crossing. This process is
sometimes unavoidable in many high-power accelerators,
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such as isochronous cyclotrons, non-scaling fixed field al-
ternating gradients, and other low-energy accelerators.

The Model

Using the action-angle variables and averaging proced-
ures, transverse motion in a circular accelerator close to
a (m,n) resonance (with m, n € N) is described by the
Hamiltonian

H (G I, by, Jy) = Wl + wyJy + axxdy + ayy I3+

®)
+ 20y iy + GITRIE cos(mey — ngy),

the resonance condition being mw, — nwy, = 0, and axx,
Qxy, @yy are the amplitude-detuning parameters.
The canonical transformation (see [16, p. 410])

Jy=mly $1=mp—ngy  (6)
Jy =1 —n; 2=, ()

transforms the Hamiltonian into

7‘((¢1,J1) =0J1 +011]12 +apdiJr+ G(mjl)%x
®)

X (Jp - n]l)% cos @1 + (a)sz + a’zzlg)

where ¢ = mw, — nw, is the resonance-distance parameter
and a1y, @12, a2 are functions of @y, @xy, @y,. Note that
the Hamiltonian (8) does not depend on ¢», hence J; is a
constant of motion and the last term in (8) can be neglected.
Furthermore, J>, which is a constant parameter, induces a
shift of the resonance condition, which will not be met when
0 = 0, but rather when § + a12J> = 0.

The phase-space topology of the Hamiltonian (8) depends
on m, n, but some elements are common. The condition
Jy > 0 constrains the motion to J; < J»/n, the allowed disk.
When unstable fixed points lie on the border of this disk, it
is possible to draw a separatrix that joins them, the coupling
arc.

Emittance Sharing

Let us consider a process where a particle evolves under
the Hamiltonian (5), while either wy or wy, is changed with
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Figure 2: Evolution of an ensemble of particles in phase space with the colors used to identify in which region each initial
condition has been trapped into (core, black, and islands, orange) for the Hamiltonian model (4) with £ = 1, m = 3 at the
beginning of the process (left column), at the end of the & variation (mid column) and at the end of the frequency variation
(right column). Parameters: k3 = 1, wo/(27) = 0.17133, w;i = 2.995 wo, wr = 2.983 wy, ens = 0.28.

time to cross the (m, n) resonance. This means varying §
from a situation where § + a2J> > 0 to one where § +
a2y < 0. The variation of § changes the position of a
separatrix that then sweeps the allowed disk inside which
particles are constrained to move.

A particle starts evolving, far from resonance, with an
initial action J;; = Jyi/m. Its orbit, being far from the
resonance, will be close to a circle of area 27J;. This area,
being the adiabatic invariant, is conserved when ¢ is slowly
varied. As ¢ is decreased, the separatrix reduces the region
in which the particle is moving, dividing the allowed disk
in two (the two regions will be equal on resonance). When
the area of the initial region is equal to 2zJ;, according
to separatrix crossing theory [18], the particle crosses the
coupling arc entering the other region of the allowed disk,
with an action corresponding to 2 times the area of the
arrival region at the jump time.

Since the allowed disk has an area 27J; /n, the resulting
action will be

J:
Jip=2 )]
n
and, going back to the x and y actions
Jyi+tndyi/m  Jy
Jef=mlig=m % _Ixt) ﬂ]y’i (10)
n m n
and
n
Jyg=—Jxi. 11)
m

As ¢ continues to decrease, the area where the particle or-
bits increases. At the end of the resonance crossing process,
far from resonance, the particle will orbit on a circle around
the origin at the new action.

As the x and y emittances are the averages of J, and Jy,
at the end of the process an emittance sharing between the
two directions occurs, keeping the product J,J, constant.
An example for the m = 1,n = 2 case is given in Fig. 3.

It is worth stressing that the picture described here holds
in all cases with no hyperbolic fixed points inside the al-
lowed disk. Otherwise, the situation becomes much more
involved, as separatrices, linked with the hyperbolic fixed
points, appear, partitioning the phase space into more re-
gions. A different analysis is required in that case [26].
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Figure 3: Example of the emittance evolution during the
resonance-crossing process for the m = 1,n = 2 case.

COOLING OF AN ANNULAR BEAM
The Model

The generic Hamiltonian (4) can be recast by using the
unperturbed (& = 0) action-angle coordinates (¢, J) in the
form

Q ,
H(p,J) =woJ + 7] +&V2J cos ¢ cos wt (12)
where we introduce the detuning term Q, = O(kg).

Several transformations can then be applied [27, 28],
which include moving to a rotating-frame reference, using
the angle y = ¢ — wt, and averaging the perturbation term
over the fast variable wt, to obtain the Hamiltonian of the
slow dynamics that, after re-scaling of the action, reads

H(y,J)=4J>=22J + uN2J cosy, (13)
where the parameters A, u are defined as
4 4e
A= —(w—wo), =—, 14
o w-w).  u=g (14)

and can be changed upon acting on € and w. The Hamilto-
nian (13) is well-known [18, 29] and can be written

H(X,Y) = (X*+YH)? - A(X*+Y?) +uX, (15)
upon using the co-ordinates X = V2J cosy, ¥ = V2J siny.

Its phase space can be analyzed and the existence and po-
sition of the fixed points can be determined analytically [27,
28]. The separatrix divides the phase space in three regions,
as shown in Fig. 4, whose areas A; are computed analytic-
ally [27, 28], which is essential for designing cooling proto-
cols.

Cooling Protocols

The idea at the heart of the cooling protocol is based on a
careful control of the time variation of the size of the phase-
space regions G and G» so to trap particles in an annular
beam distribution and then reduce the value of their action

Beam Dynamics in Rings

HB2021, Batavia, IL, USA JACoW Publishing
doi:10.18429/JACoW-HB2021-MOPO8

0.5

0.25

—0.25

-0.5
—-0.5

—0.25 0

0.25 0.5

X

Figure 4: Phase-space portrait of the Hamiltonian (15) with
A =0.1, u = 0.01. The red line represents the separatrix.

at the end of the trapping and transport processes. This can
be carried out by using the theory outlined in the previous
section, and the details can be found in [27, 28].

At first, an initial condition from an annular-shape distribu-
tion evolves in the outer region with an initial action Jo, and
A and p are slowly varied. At time ", 1 = A*, u = y*, and
A3z =2nJy, and according to adiabatic separatrix-crossing

dA;/dt
theory [16, 18], having defined & = aA é a then
3

P,=¢if £€]0,1[, Pi=01if £€<0, P;=11if £€>1,
(16)
and the orbit is trapped in the region G; (i = 1,2) with
probability P;, and an action value after trapping of A;/2x.
Given a distribution of initial conditions with action J €
[Jo — A, Jo + A], the expected value of their final action
after trapping, if A is sufficiently small, is (J)r = (A P +
Ay P;) /21 < Jp, which means that the separatrix-crossing
process reduces the emittance of the annular distribution.

To optimize the cooling process, two protocols have been
considered: one consists in trapping all particles in G, the
other in trapping all particles in G,. For both processes,
the trapping phase is followed by the adiabatic transport
obtained by moving the resonance island toward the origin
of the phase space.

The two approaches are presented and discussed in detail
in [28]. Here we report an example of the evolution of the
annular distribution in Fig. 5. The evolution of the distri-
bution, the optimized variation of the parameters A and g,
and the projected distribution of the actions are shown. The
cooling of the initial action distribution is clearly visible,
both in the phase-space plots and in the action projection.
The color code used to identify the action values provides
an indication of a certain level of mixing that occurs during
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the trapping phase. Indeed, at the end of the cooling process,
the ordering of the colors used to identify action values is
only approximately respected and in the outer zone of the
action distribution all colors are represented.
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Figure 5: Example of the cooling protocol based on trapping
in G, showing the evolution of the beam distribution, its
projection, and the parameters A, .

Finally, in Fig. 6, the performance of the proposed cooling
approach is shown as a function of the special parameter
values A* and u* that characterize the two types of protocols.
The plots report the results of numerical simulations as well
as those of theoretical estimates. The agreement is clearly
visible and the possibility of achieving very high values of
cooling is also evident. The disagreement is due to a lack of
adiabaticity for large u* [28].

CONCLUSIONS AND OUTLOOK

The developments and recent results of novel beam ma-
nipulations based on nonlinear beam dynamics have been
reviewed in this paper. The precursor has been beam split-
ting that is used to perform multiturn extraction in the CERN
PS and it allows controlling the emittance in the horizontal
plane and stretching the beam beyond the length of the ring
circumference.
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Figure 6: Expected and simulated cooling ratio for trapping
in G as a function of . Initial distribution is an annulus at
Jo = 0.05. The Hamiltonian of Eq. (4) has been used, with
ks =1, wp=0.414 x 27, Q; = -0.3196.

The first generalization of this technique consists in per-
forming beam splitting by means of AC elements. The most
natural approach is the use of an AC dipole, but high-order
magnets could also be considered. This approach aims at
providing the same type of manipulation as the standard
beam splitting with, however, a major advantage: the res-
onance condition is created between the ring tune and the
frequency of the AC element. Therefore, even if the tune
would be constrained, e.g. by space charge considerations,
thus preventing to cross a resonance, beam splitting could
still be performed by setting the frequency of the AC ele-
ment to the appropriate resonant value and then changing it
to cross the resonance.

Extending the type of nonlinear manipulation to the cross-
ing of 2D resonances allows entering a new regime, in which
the emittance values in both transverse planes are affected
and not only that in a single plane. This implies that the
redistribution of the values of the transverse emittances is a
feasible option.

Finally, the cooling of an annular beam distribution by
means of an AC dipole has been successfully studied. Two
protocols have been considered, both featuring excellent
properties in terms of cooling performance, as well as in
terms of the range of amplitudes that can be cooled. Note
that the annular beam distribution considered in this study is
an excellent model for the beam halo. Therefore, this could
be the basis for future applications to halo manipulation,
possibly including experimental tests at the LHC.

In the near future, it is planned to pursue these studies
using realistic ring lattices in view of experimental tests of
the proposed nonlinear manipulations.
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Abstract

Each of the two proton beams in the High-Luminosity
Large Hadron Collider (HL-LHC) will carry a total energy
of 700 M1J. One concern for machine protection is the en-
ergy stored in the transverse beam halo, estimated to po-
tentially reach up to 5% of the total stored energy. Several
failure scenarios could drive this halo into the collimators,
potentially causing damage and therefore severely affect-
ing operational efficiency. Hollow Electron Lenses (HEL)
were integrated in the HL-LHC baseline to mitigate this
risk by depleting the tails in a controlled way. A hollow-
shaped electron beam runs co-axially with the hadron beam
over about 3 m, such that halo particles at large amplitudes
become unstable, while core particles ideally remain undis-
turbed. Residual fields from electron beam asymmetries
can, however, induce emittance growth of the beam core.
Various options for the pulsing of the HEL are considered
and are compared using two figures of merit: halo deple-
tion efficiency and core emittance growth. This contribution
presents simulations for these two effects with different HEL
pulsing modes using updated HL-LHC optics, that was opti-
mized at the location of the lenses.

INTRODUCTION

Small fractions of the large stored beam energy in HL-
LHC [1] can potentially cause severe damage to the machine
hardware and negatively impact the operational efficiency,
if they are lost in an uncontrolled way. The Large Hadron
Collider (LHC) [2] is already equipped with a sophisticated,
multi-stage collimation system [3—5] to intercept particles
at large betatron or momentum offsets before they are lost
in the sensitive LHC hardware. The highly-populated beam
halo poses additional concerns that the upgraded HL-LHC
collimation system [6] might not be able to cope with.

Assuming that up to 5% of the stored beam energy can
be located in the halo of the circulating proton beams [7, 8],
some of the failure scenarios that may occur in HL-LHC [9,
10] put at risk the integrity of the collimation system itself,
with potentially severe consequences for the scientific pro-
gramme. Most notably, for the context of this work, machine
safety is endangered by sudden orbit shifts which would steer
the highly populated beam halo into the primary collima-
tors, that are closest to the circulating beams. Overall, the
collimation system must work safely, also with sudden orbit
shifts in the order of 2 o (with o being the RMS beam size).

* pascal.hermes@cern.ch
T Currently at Fondazione CNAQ, Strada Campeggi 53, 27100 Pavia, Italy
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Hollow electron lenses (HEL) have recently been added to
the upgrade baseline of the HL-LHC [6] to mitigate effects
of highly-populated beam halo through an active control of
its halo population. This paper reviews the key parameters
of the HELs and gives a status update of the beam dynamics
simulations for the halo depletion efficiency and the impact
of residual fields on the emittance of the beam core.

HOLLOW ELECTRON LENSES FOR
HL-LHC COLLIMATON

Hollow Electron Beam Parameters

The HEL [11] is a device that can actively remove par-
ticles at large transverse amplitudes, and thus deplete the
halo in a controlled way. For this purpose, a hollow-shaped
electron beam (see Fig. 1) is created and guided through a
magnetic system in which the hadron and electron beams run
co-axially over a certain length. The electron beam distribu-
tion is characterized by an inner and outer radius r; and r;,
respectively. Hadron particles moving through the HEL with
a transverse amplitude smaller than 7| are ideally unaffected,
because the net electric and magnetic fields generated by the
surrounding electron current yield zero. Hadrons with larger
amplitudes than ;| are subject to electric and magnetic fields
which change their transverse momentum. This kick 8(r) is
a function of the radius » = 4/x2 + y2 of the particle and can
be quantified as follows

6(r) = (1) bmax (=) .

~
—
~

y [mm]
o

-2 0 2 4

Figure 1: Transverse distribution of the hollow electron
beam (green) and the hadron beam (blue) at the HEL. The
black lines indicate the cut generated by the primary colli-
mators. The red circle corresponds to one RMS beam size.
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where f(r) is an amplitude-dependent shape function corre-
sponding to the fraction of the total electron current enclosed
by a cylinder of radius r:

0 r<ry
r2—rl2
f()=9=— n<r<n. 2
2 1
1 r>r

While HELs can be used for all types of hadron beams
that can be stored in HL-LHC, it is crucial for the operation
of proton beams, which is why the following description will
refer to protons instead of hadrons in general. All parameters
of the HEL other than the inner and outer radii are subsumed
in the maximum scattering angle 6.« given by

1 2L1I (1 £ BeBp)
(Bp)pﬁeﬁp r

where L is the active length of the HEL, . is the total
electron-beam current, 8. and ), are relativistic S-factor
of the electrons and protons, respectively, and (B p),, is the
magnetic rigidity of the proton beam. It is noteworthy that
the transverse kick experienced by a particle increases lin-
early with the HEL length and the electron beam current.
Furthermore, the two possible signs that can be taken by the
+ in the numerator correspond to the electrons moving in
the same direction as the proton beam (-) or in the opposite
one (+). Maximising Omax can obviously be reached by let-
ting the electron beam move in the opposite direction with
respect to the proton beam and by maximizing L and /..

With realistic electron beam parameters, values for Opax
are typically in the order of some 0.1 prad for 7 TeV proton
beams. Several passages through the HEL are therefore re-
quired, before a particle is eventually lost in the collimators.
The HEL thus induces a comparably slow transverse diffu-
sion, which also ensures that the machine hardware is not
endangered by a rapid beam loss created by the HEL itself.

For machine protection purposes, it is also important to
keep the possibility to detect orbit drifts with the beam loss
monitors at the HL-LHC collimators early enough to trigger
a beam dump. For this purpose, a small fraction of the beam
halo must be preserved and it is foreseen to leave several
bunches of the proton beam unaffected by the HEL. For
these so-called witness bunches, the electron beam is always
switched off.

3)

Omax = 47 ec?

Residual Effects on the Beam Core

In the previous section, it was assumed that all particles
at r < rq are not subject to a change of transverse momen-
tum due to the electron lens. This applies to the idealized
model of a perfectly symmetric electron beam. In reality, a
residual field will act also on particles in the beam core, due
to asymmetries in the transverse distribution of electrons. In
the design specifications of the HEL [12], it is defined that
the residual fields acting on particles in the beam core must
not exceed a level that introduces a transverse dipole kick of
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AOcore = 1 nrad. (@]

A proton beam moving through the electron lens without
the electron beam being present will receive no kick.

Pulsing of the HEL

Operating the HEL at constant current (i.e. the same
electron current is applied at every turn for the non-witness
bunches) is not expected to deliver sufficient depletion of the
beam halo. Better efficiency of the halo depletion can poten-
tially be reached by using turn dependent pulsing schemes.
The following schemes have been studied [13]:

Constant-current mode: HEL is switched on at every
turn with the same current /.

Pulsed mode P{ : HEL is switched on for i turns with
constant current I, and switched off for j turns.

Random mode R,,: HEL is switched on and off randomly
at every turn with a certain probability p to be switched
on and 1 — p to be switched off. If the HEL is switched
on, the current is always equal to a constant value /..

Beam Dynamics Measures of HEL Performance

We measure the depletion performance of the HEL in
terms of the percentage of depleted halo after a given period
of time. The target depletion fraction is specified as remov-
ing 90% of the transverse halo within 5 minutes of HEL
operation. Previous studies demonstrated that the operation
of the HEL is the most efficient, i.e. the beam halo is re-
moved fastest, if the electron beam is randomly switched on
and off at every turn [11, 13]. This observation is expected,
given the broad spectrum of frequencies that this mode of
operation covers and it would be ideal for a perfect-HEL
scenario with no residual field in the area » < ry. In reality,
this condition is not achievable and any residual component
can perturb the proton beam dynamics.

In general, the non-symmetries of the electron beam in-
troduce all orders of electromagnetic fields. The effect of
the lowest order (dipolar) field is studied here. Studies with
the effect of higher order field components are currently
ongoing. Considering a residual kick 8o, the operation in
the random mode introduces random dipolar noise to the
particles in the beam core. Such a noise diffuses particles
from the beam core to larger amplitudes and thus increases
the RMS beam emittance, with detrimental effects on the
collider’s luminosity. This undesired effect is quantified in
terms of the emittance change Ae per unit time.

UPDATED OPTICS AT THE HEL

In the current phase of preparing the implementation of
the HL-LHC, the envisaged beam optics for HL-LHC are
regularly updated, based on revised requirements and new
knowledge gathered via simulations and LHC operation. The
current optics version (referred to as V1.4, compared to the
previous version V1.3) integrates optimised local optical
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functions at the HEL location in order to obtain larger beam
sizes and round optics, i.e. same S-functions in x and y [11].
Table 1 shows a comparison between the previous optics
V1.3 and the updated optics V1.4, illustrating that the S-
function increases by 42% in x and 32% in y.

Table 1: Optical functions at the location of the HEL for
B1 of HL-LHC in Version 1.3 and the newer version 1.4,
optimized at the location of the HEL.

Optics Version V1.3 V14
Bx (m) 197.5 280.0
By (m) 2119 280.0
y 098 0.64
ay -0.13  -0.25
Dx/y (m) 0 0

The larger S-functions allow using a larger electron beam
with the same normalized proton beam size. With larger
electron beam size, the stability of the electron beam is in-
creased and the tolerances for the device are more relaxed.
On the other hand, it is expected that the effect of emittance
growth due to the residual dipole field increases. Moreover,
the efficiency of halo depletion in the different pulsing pat-
terns can be affected by the change of machine optics. The
studies presented in [11], carried out for V1.3, are there-
fore compared to a new set of simulations for V1.4 in the
following sections.

SIMULATIONS OF HEL PERFORMANCE

For the comparison of the HEL performance with dif-
ferent optics, we use the same beam parameters and setup
of non-linear elements as in the study presented in [13].
The most important key parameters are summarized in Ta-
ble 2. Note that beam-beam interactions are not taken into
account to assess the HEL performance, since it is intended
to be operated after the acceleration ramp. This configu-
ration is more challenging because it is expected that the
non-linearities from beam-beam interactions would make
the depletion more efficient. The 8* simulated corresponds
to the operational configuration with squeezed but separated
beams, right before collision. This was chosen for compa-
rability to previous studies [13] and simulations with the
configuration right after the acceleration ramp are going to
be performed in the future.

As a case study, we take r; = 50 and r, = 10 0, using
an electron current of 5 A with electrons of 10keV and a
HEL length of L = 3m. Note that for the asymmetric -
functions in V1.3 the inner radius corresponds to 5 o~ in the
horizontal plane, only. The residual kick deemed to have
an effect on the beam core is 6.o =1 nrad in the vertical
direction (where stronger asymmetries are expected from
electron beam dynamics simulations [14]). It corresponds
to the maximum residual field defined in the HEL design
specifications.
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While the simulations presented in [13] were carried out
with SixTrack [15-17], the halo depletion simulations pre-
sented here were obtained by means of the new simulation
tool XSuite, a development based on SixTrackLib [18, 19].
Both tools provide second-order symplectic tracking, tak-
ing into account multipole errors in the various magnetic
elements of the ring. The emittance-growth simulations pre-
sented here were both carried out with SixTrack. Due to
the long times needed for the tracking simulations, the emit-
tance growth simulations were performed for only 2 million
turns in HL-LHC (corresponding to almost 3 minutes in the
collider) and the depletion simulations were limited to 60 s
in the collider for constant current and random excitations.
Pulsed operation was simulated 400 times for each optics
with different periodicities, which is why we limited the
simulated time in the collider to 10s.

HEL Performance for Halo Depletion

We define the circulating halo np,), as the amount of par-
ticles circulating at amplitudes between the inner radius of
the electron beam in the HEL and the primary collimator
(TCP) half gap at 6.7 . We distinguish between the beam
halo without HEL, n) | . and the beam halo with the HEL for
a given pulsing pattern, nf" and we define the depletion
fraction R, as

nHEL
Ry =1- o 5)
nhalo

The initial distribution used for all simulations was sam-
pled as a double Gaussian composed of one Gaussian with
sigma equal to 1 o contributing 65% to the total, and another
one with sigma equal to 2 o contributing 35%, to imitate
the over-populated tails observed in the machine [20]. Each
simulation considers 30000 initial particles.

Constant current mode The depletion fraction in the
operation of the HEL with the constant-current pulsing mode,
shown in Fig. 2 differ approximately by a factor of two, but
are at low levels for both optics studied. After one minute
of operation in constant current mode, approximately 1.4%
of the halo has been depleted in HL-LHC V1.4, compared
to 2.8% in V1.3. The difference is potentially related to

Table 2: Simulation parameters used in the numerical sim-
ulations. Q’ corresponds to the chromaticity, Io to the
current powering the Landau octupoles, the TCP half gap is
the half gap of the primary collimators.

Parameter Value
Beam B1
B* (IR1/IRS) 15cm
Q’ 15
It  -300 A
TCP half gap 6.7 0
MOP09
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the smaller kick the particles receive with the larger relative
electron beam size in the updated optics version.

3.0 Constant current mode

—— HL-LHC V1.3
HL-LHC V1.4

N
U

N
<}

Removed halo (%)
- =
= w

ot
w»

0.0
0 10 20 30 40 50 60
Time (seconds)
Figure 2: Halo depletion rate in the constant current mode
for HL-LHC V1.3 and HL-LHC V1.4.

Random mode The simulated depletion efficiency in
random mode is compared in Fig. 3. Note the change of
scale compared to Fig. 2. In both cases the depletion is
significantly more efficient than with the constant-current
mode. The level of depletion reached after one minute of
operation is 68% for HL-LHC Version 1.3 and 62% for HL-
LHC version 1.4. The probability of switching the HEL on
or off is 50% at each turn for both optics. While the final
depletion fraction achieved is slightly different for the two
cases, the depletion curve with time shows a similar shape.

Random mode

—— HL-LHC V1.3
HL-LHC V1.4

Removed halo (%)
N w Y w [e)]
o o o o o

—
o

o

0 10 20 30 40 50 60
Time (seconds)

Figure 3: Comparison of the depletion efficiency in random
mode for HL-LHC V1.3 and HL-LHC V1.4.

Pulsed mode The HEL operation in pulsed mode is
simulated over a grid of 20 X 20, probing all possible com-
binations of the number of turns on and off between 1 and
20. The total number of turns simulated corresponds to 10's
in HL-LHC. The result is illustrated in Fig. 4. The most
remarkable feature in both figures is the clear and distinct
periodicity T =i (turns ON) +j (turns OFF) for which the
depletion efficiency is maximized. For HL-LHC V1.3, this
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periodicity is T = 23 turns, for HL-LHC V1.4 itis T =24
turns. Furthermore, in both cases additional lines at higher
harmonics are visible. For example, for HL-LHC V1.4, clear
areas of increased depletion efficiency can be identified at
T = 12, half of the most efficient periodicity, and also at
T = 20, at 5/6 of the most efficient periodicity. For the
periodicity of 23, the most efficient 7 for HL-LHC V1.3,
the second harmonic cannot be simulated because it does
not correspond to an integer. However, we see clear and dis-
tinct lines in the proximity at 7 = 13 and 7' = 11. Another
difference is the depletion fraction achieved over 10 s. For
HL-LHC V1.3, the highest depletion fraction achieved is
20% with T = 23. For HL-LHC V1.4, the highest depletion
fraction is 34% with T = 24.

These findings altogether indicate that the peaks of deple-
tion in the pulsed operation are caused by a resonant effect
from the interaction of particles with the HEL. With the up-
date of the optics, the resonant periodicity has moved from
T =23 to T = 24. Further studies, outside of the scope of
this contribution, showed a large variation of the peak de-
pletion rate in pulsed operation with octupole current. This
is in line with the hypothesis that the difference in the peak
depletion rate and the resonance periodicity between the
two optics can potentially be drawn back to a change of the
shape of the phase space area taking into account the non-
linearities. Current studies attempting to further explain this
resonant behavior are ongoing.

Assessment of Effects on the Core

Emittance growth is studied for the random mode, which
was found to be the most critical operational mode in [13].
The results for both optics versions are shown in Fig. 5.
The initial distribution as a single Gaussian with an initial
emittance of 2.5 ymrad. The number of tracked particles
is set to 30000 and the RMS emittance is inferred from the
observed distribution of particles every second. We also
show the rolling mean over five data points, corresponding
to 5s, to average over the fluctuating data. To estimate the
difference in emittance growth for the two scenarios, we
perform a linear regression on the calculated emittances (not
on the rolling mean) over time for both cases. In view of
the induced emittance growth, it is envisaged to operate the
HEL with this pulsing over only five minutes, corresponding
to approximately 3.4 million turns. The simulated results of
the emittance growth over five minutes, inferred from the
linear regressions, are listed in Table 3.

The growth rate simulated for V1.4 is approximately 28%
larger than for V1.3 (the change of vertical S-function is
33%). While the pulsing of the electron lens was random
with a probability of being switched on/off of 50% in both
cases, the precise sequence of turns at which the lens was
switched on or off was different in the two simulation cases.
This difference, however, should average out over time and
should not be significant for a simulation over two million
turns. If we take into account that the growth of the emittance
can be attenuated by a factor of approximately 15 with the
transverse damper system (ADT) [21, 22], the total emittance

Beam Dynamics in Rings
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Figure 4: Depletion efficiency over 10 s of operation of the
HEL in pulsed mode. The vertical axis corresponds to i, the
horizontal axis to j. Top: HL-LHC V1.3, bottom: V1.4.

V1.3: Simulated emittance
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Figure 5: Simulated emittance evolution with a residual
vertical dipole kick of 1 nrad for both optics versions, without
considering the attenuating effect from the ADT.
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growth after five minutes of operation is in the order of 0.04
to 0.06 um rad for the two optics studied, as listed in Table 3.
We deem both as tolerable, considering that it is a onetime
effect per fill. Note also, that the studied scenario assumes
the HEL to be operated at the maximum current. With lower
electron beam currents, the residual dipole kick and the
emittance growth will be lower than presented above.

Table 3: Simulated vertical emittance growth for HL-LHC
optics V1.3 and V1.4 assuming a residual kick of 1 nrad,
operating the HEL with random pulsing over 5 minutes, with
and without effect from the ADT. It is assumed that the ADT
attenuates the emittance growth by a factor of 15.

A€, (umrad) in 5 minutes

Optics  yvithout ADT  With ADT

V13 0.65 0.04

V14 0.85 0.06
CONCLUSIONS

Hollow electron lenses are crucial building blocks for the
safe and successful operation of the HL-LHC. The key per-
formance indicator for the beam dynamics with HELS is the
depletion efficiency. At the same time, the beam-core emit-
tance growth due to residual dipole fields must be minimized.
The studies presented in this paper have illustrated that the
efficiency of depletion in the relevant modes, without beam-
beam interaction, is similar for the two optics considered:
the previous HL-LHC baseline and a new version optimized
for the HEL. While the efficiency in constant current mode is
insufficient to meet the requirements with separated beams
with both optics versions, operation in the random mode
delivers a promising depletion fraction. Depletion patterns
observed in pulsed operation for both optics versions show

the same qualitative key features, but at different pulsing *

periodicity. This behaviour may be caused by a change in
the shape of the phase space and is currently under inves-
tigation. Further studies are ongoing to assess the impact
of beam-beam interactions on the halo depletion efficiency
of HELs. The emittance growth induced by the random
mode is slightly larger in V1.4 than in V1.3, which can be
qualitatively explained by the larger local S-functions. It can
be reduced with the ADT to a sufficiently low level in both
cases. Overall, the results let us conclude that the update of
optics, motivated by better electron beam stability, symmetry
between the two transverse planes and relaxed requirements
for tolerances on electron and hadron beams, allows us to
maintain similar depletion efficiencies for the relevant op-
erational modes without inducing a strong deterioration in
terms of emittance growth.
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Abstract

Indirect space charge contributes significantly to the
impedance of non-ultrarelativistic machines such as the
LEIR, PSB and PS at CERN. While general expressions exist
in frequency domain for the beam coupling impedance, the
time domain wake function is typically obtained numerically,
thanks to an inverse Fourier transform. An analytical expres-
sion for the indirect space charge wake function, including
the time dependence as a function of particle velocity, is
nevertheless highly desirable to improve the accuracy of
time domain beam dynamics simulations of coherent insta-
bilities. In this work, a general formula for the indirect space
charge wake function is derived from the residue theorem.
Moreover, simple approximated expressions reproducing
the time and velocity dependence are also provided, which
can even be corrected to recover an exact formula, thanks
to a numerical factor computed once for all. The expres-
sions obtained are successfully benchmarked with a purely
numerical approach based on the Fourier transform.

INTRODUCTION

In high intensity synchrotrons, electromagnetic fields cre-
ated by the beam passage through its interaction with its
surroundings, is one of the main collective effect that can
limit the performance of the machine, potentially leading
to detrimental consequences such as heat load, emittance
growth or, in the most dramatic cases, beam instabilities. Its
role was pointed out as early as in 1965 in the seminal work of
Laslett et al [1], and the concept of beam coupling impedance
introduced slightly later by Sessler and Vaccaro [2]. The
impedance, defined as the Fourier transform of the integrated
force, felt by a witness (trailing) charge as a consequence of
the interaction of a source (leading) charge with a certain ac-
celerator equipment, normalised to the excitation, proved to
be a very useful descriptor of the magnitude of such effects
in a given machine. In particular, it can be efficiently used in
Vlasov equation solvers to compute and predict instabilities.

Over the past fifty years many analytical formulas have
been derived to provide such impedances, in particular in
the case of a smooth, axisymmetric structure such as a vac-
uum pipe, made of one or several layers of materials in the
radial direction [3—15]. On the other hand, the equivalent
time domain quantity, namely the wake function [16]', re-
mains elusive, at least in the form of analytic formulas: for

* nicolas.mounet@cern.ch
! The wake function should not to be confused with the so-called wake
potential that represents the convolution of the wake function by the
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cylindrical resistive geometries one can mention the famous
thick-wall formula [5], its extension to non-ultrarelativistic
beams [17], as well as a thin-wall formula [18].

As a matter of fact, even the simplest case of a perfectly
conductive, cylindrical beam pipe, often called the indirect
space charge (ISC) impedance, although well-known in fre-
quency domain [8] still lacks a formula for its wake function—
one can mention the ultrarelativistic expression by Chao [5],
which is of limited practical interest as it is expressed as
a Dirac delta function in the longitudinal coordinate along
the bunch z. A more general wake function formula would
nevertheless be useful when performing macroparticle sim-
ulations. In particular, in low-energy machines, the ISC
is strong and its broad-band nature makes it very peaked
close to z = 0 (the position of the source particle creating
the wake), which in turn requires a very fine discretization
along z, leading to time-consuming simulations. A simple
analytical formula would therefore be highly beneficial to
macroparticle simulations.

The ISC impedance is traditionally separated from the
direct space charge (i.e. the impedance in free space), the
latter being fundamentally of non-linear nature. In an ax-
isymmetric structure, the longitudinal and transverse dipolar
ISC impedances can be expressed respectively as [8]:

kb
ik2z,L K (7)
)

kb

iwpoL Ko (7)
22

L

Z)(w) = Z{(w) =

with i the imaginary unit, b the radius of the pipe, L its length,
w > 0 the angular frequency (in rad/s), yo the vacuum
permeability, Zy = uoc the free space impedance, ¢ the
speed of light in vacuum, v = Sc the beam velocity, y the
relativistic mass factor, k = w/v the wave number, and I,
I, Ky and K; modified Bessel functions of the first and
second kinds. Note that ST units are used throughout these
proceedings.

In the following sections we will provide expressions for
the ISC wake functions, defined as Fourier integrals:

1 e . Z
W(z) = T / dwe'“v Z)|(w), ()

. ; +o00 o .
whr gy =L / dwe @797 (). (3)

27 J_oo

longitudinal bunch distribution. In early works (and in particular in
Ref. [16]), the wake function was actually often called "wake potential”.
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We will provide first an exact formalism to compute the
ISC wake functions in the longitudinal and transverse planes.
Then, a numerical method will be briefly described and
used to benchmark the obtained formulas. This will be
. followed by the description of a simplified approach in the
transverse case, providing a more handy formula that can
even be corrected to recover exact results. Finally, we will
give our concluding remarks.

EXACT ANALYTICAL APPROACH

In this section we first outline the formalism used to com-
pute Fourier integrals, before applying it to the specific case
of the ISC.

Q

omputation of Fourier Integrals With the Residue
heorem

)

Given a function f(w) defined in the complex plane, its
Fourier integral at a time 7 > 0 can be expressed as

oo R
/ €7 f(w)dw = Rlim / €7 f(w)dw
oo —o J_p

= lim (-7{ €7 f(w)dw
R—o0 Ci+Cs

- / el‘“”f(w)dw), 4)
(&)

with C; the path along the real axis going from —R to R, and
C», the counter-clockwise half-circle from R to —R, in the
positive imaginary part of the complex plane, as illustrated
in Fig. 1. By virtue of Jordan’s lemma, the second integral
vanishes when R goes to infinity, as long as the maximum
of f on the half-circle C, goes to zero at the limit in R, in
other words when

lim [ max f(Re'g)] - 0. (5)

R—o0 |0<0<n

In Eq. (4), the integral on the closed contour Cy + C, can be

J(w) -

Y
v

|
=

C R R(w)

Figure 1: Sketch of the integration path in the complex plane.
Arrows indicate the direction of integration.

expressed using Cauchy’s residue theorem when f is mero-
morphic on the upper complex half plane (i.e. holomorphic
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except for a set of isolated points). Assuming also that all
the singularities of f are simple poles, we get

/ €7 f(w)dw = 2ni Z e TRes [fowir],  (6)
o k

where Res [ f, wg] is the value of the residue of f at the pole
Wk, and the sum runs over all poles in the upper half-plane.
Note that when 7 < 0, the same reasoning can be per-
formed using instead a half-circle contour lying in the lower
half-plane of C, but since the direction of integration of
Ci + C, becomes clockwise, a minus sign appears in front

of the residue sum in Eq. (6).

Case of the ISC

The longitudinal and transverse ISC impedances are de-
fined by Eq. (1) for w > 0. For w < 0, the impedances
are obtained from the following symmetry relations (which
ensure that the wake functions remain real quantities)

78" (w) = -2

where Z* indicates the complex conjugate of Z.

These relations do not give the same results as Eq. (1),
had the latter be applied to a negative w, because these ex-
pressions do not obey to the same symmetry relations. In
particular, in the left half-plane the modified Bessel func-
tions K,, (m = 0 or 1) are obtained from their values on
the right half-plane by analytic continuation [19], and a
branch cut appears, which has to remain out of the integra-
tion contour—we choose it along the negative imaginary
semi-axis when z > 0 and the positive one for z < 0. From
these considerations we can write, for R (x) < 0:

Ko(x) = Ko(—x) —sgn(z)inlo(—x),  lo(x) = Io(—x),
Ki(x) = -Ki(-x) —sgn(z)inli(—x), Li(x) = -1 (—x),

®)
where sgn(z) denotes the sign of z. Therefore, for w < 0
the longitudinal and transverse ISC can be expressed respec-
tively as

Z)(w) = Zj(~w)", WP (—w), ()

=T
S —

o

o

K,

Zj(w) =iAw —sgn(z)rAw, 9

<z

g =

—

)

2" (w) = iBw? +sgn(a)rBew’,  (10)

kb
h ( Y )
with A = 2:/35‘)/2 and B = 4752—2)/4 Hence, for the longi-

tudinal wake function we get, with the additional term of
Eq. (9):

kb

iAo K0(7)

Wi(z) = 2—/ dwe'“yw——
Lt

A A L0 s
_sen@) /da)e""?a).

2
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The function f defined by f(w) = fulfils Jordan’s

S
1042
condition from Eq. (5) in the upper-right quadrant (from
the asymptotic expansion of the Bessel functions [19]), but
not in the upper-left quadrant. Using again Eq. (8), the
corresponding first term of f does fulfil Jordan’s condition
but not the term proportional to w, leading to an integral
over a quarter circle along C, which remains non-zero. The
latter can be combined with the semi-infinite integral above:

-R 0
P2 i 2
/ dwe”"vw) +/ dwe'“>w
sgn(z)iR —c0

0 L. V2
= / dwe'“vw = -
sgn(z)ico Z

lim (
R—oo

applying the residue theorem to the function w — we'®“v
which exhibits no pole. Using then Eq. (6) we finally obtain

sgn(z)Av?
222
1D

The function f is meromorphic except for the branch cut of
Ky, which touches the contour of integration only at w = 0,
but can be bypassed by modifying slightly the contour around
the origin thanks to a half-circle of vanishing radius. The
corresponding contribution to the integral vanishes as well,
as w = 0 is not a singularity of f, which can be readily seen
by noticing that [19] f(w) ~ —wIn(w) — -0 0.

The poles of f are given by the zeros of Iy, which are all
simple [19] and correspond to the real zeros jo x > 0 of Jg
(Bessel function of the first kind) through

W) (z) = —Asgn(z) Z "k VRes [ f, wi] -
k

Wk = Y 0’];‘7‘} for z > 0 (poles in upper half-plane),
_ _’J_(Zkyv for z < 0 (poles in lower half-plane),
(12)
from Iy(x) = Jo(ix). Since the poles are simple, the residue

at wy can be obtained from L’Hopital’s rule:

sen(2)ijoryv Ko (sgn(z)ijo,r)

Res[f,wi] =

b %16 (sen(z)ijo.x)
) Joy?v? Ko (sgn(2)ijo.x) (13)
2 Ji (o)

where we have used that I](+ix) = I;(+ix) = £iJ;(x) [19].
Combining Egs. (11), (12) and (13) we get the total longitu-
dinal wake:

sgn(z)L 1

dregy? 22

W)(z) = -

Jo.kvIzl jo 1k Ko (sgn(z)ijo,k)

sgn(z)L N
— e b
2wegb? ; Ji (Jo.x)

(14)

with g9 = /ﬁ the vacuum permittivity.
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In transverse, a very similar reasoning (in particular re-
garding the additional integral from the partly unfulfilled
Jordan’s condition) gives

sgn(z)Bv3

Wfip(z)ziB§ e Res [g.wn] + . (15)
Z
k

kb
zK‘(T)
kb

N\
defined above, g does not have a singularity in O but a well-
defined limit 2 b2 , and exhibits a set of simple poles ob-
tained from the zeros j; x > 0 of J; (using the relation

I (x) = —=iJ1(ix)):

with g the function defined by g(w) = w

. As f

isgn(z)j v
wp = 38 (2)Jj1.ry . (16)
b
The residue sum is then obtained again from L’Hopital’s

rule, and the total transverse wake reads

O
tzsgn(z)l3, Z _irel Ji Ko (sgn(2)ign, k), an
rneoyb Jo (jik) =2 (Jik)
where we used 21/ (+ix) = Jo(x) = J2(x).
NUMERICAL BENCHMARK

To compute wake functions when analytical formulas can-
not be found, one typically resorts to a numerical integration,
using discrete, fast Fourier transforms. In the case of smooth,
slowly decaying beam coupling impedances, this can lead
to the need of a large number of points, difficult or even
impossible to handle [15], related to the number of decades
to be meshed with evenly-spaced frequencies.

Another approach is preferred here: we use an uneven -

frequency sampling, combined with an exact integration of a
linear interpolation of the impedance, over each sub-interval.
The latter aspect was inspired by a method first found by
Filon in 1928 [20], and extended later in various works [21—
25]. The full method we use here is extensively described
in Ref. [15].

We consider a Fourier integral of the form

I(1) = / dwe'T f(w). (18)
Wmin

Wake functions given by Egs. (2) or (3) can be easily cast into

this semi-infinite form (with w,,;, = 0), using the symmetry

properties of the impedances given in Eq. (7).

We first set w;,q4x high enough for the f function to be
small and decaying for w > w4, and we cut the inter-
val [Wmin, Wmax] into several sub-intervals, not necessarily
equidistant, delimited by the angular frequencies w; with j
from 0 to N (wg = Wpmin and wy = Wyax). Then

flw)=pj(w) forw; <w < wj, (19)
MOP10
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where p; is the interpolating (linear) polynomial on the
interval [w;, wj+1]. The integral /(7) is then obtained from

N-1 Wi+l X o0 .
I(7) = Z /  dwe' T f(w) + / dwe'“" f(w).
jIO wj Wmax

(20)
The second integral is approximated by assuming that
flw) = f(wmax) for w > wpax, While the first one is
computed using Filon’s method on each sub-interval:

N-1 Wiyl . ) .
I(T) ~ Z / dwelw‘rpj(w) +ela)max-rlf(wmax)
j=0 Y @j T
N-1 .
~ ) A [fwpe @ TA (-AT)
j=0
+f(wj+l)eiijA (AJT)] + eiwmulef(leQX) , (21)
T
with Aj = w41 — w; and A defined by
P plX ix _ 1
A(_X) = —i + ¢ (22)
X

y2

Note that the Taylor expansion of A is often useful to com-
pute values for small arguments:

(e8]

A=Y L @) (23)

|
0n+2 n!

Extensions of the method with cubic interpolation, or
using a higher order Taylor expansion of f for w > w4y, are
described in Ref. [15]. An automatic refinement procedure
to achieve convergence vs. frequency sampling, was also
implemented and used for various kinds of impedances.

The numerical approach just outlined is compared to the
exact formulas derived above in Figs. 2 and 3, which reveals
the excellent agreement between the two methods.

lel3

I
iS

—— analytical
X numerical

-1.00 -0.75 -0.50 -0.25 0.00 0.25 0.50 0.75 1.00
z (m)

Figure 2: Comparison between the exact transverse ISC
wake function from Eq. (17) (solid blue line) and the numer-
ical approach (red crosses) (L = 1 m, b = 0.08 m, y = 1.05).
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X numerical

w (V/C)

-4

-1.00 -0.75 —-0.50 —-0.25 0.00 0.25 0.50 0.75 1.00
z(m)

Figure 3: Comparison between the exact longitudinal ISC
wake function from Eq. (14) (solid blue line) and the numeri-
cal approach (red crosses) (L = 1 m, b = 0.08 m, ¥y = 1.05).

SIMPLIFIED EXPRESSION FOR THE
TRANSVERSE WAKE

In this section an approximated formula for the transverse
ISC is presented. We will then recover the exact result with
a simple correction scheme.

Approximate Formula

To approximate the transverse ISC impedance given in
Eq. (1), one could use the approximation for small arguments
of both modified Bessel function, namely K;(x) ~ 1/x
and /;(x) = x/2 [19]. This would lead to an expression
without dependency on frequency, which would be useless
to compute the ISC wake function. A useful expression can
rather be obtained using solely the approximation for a small
argument of the modified Bessel function /;. In this case
the transverse impedance can be rewritten as follows:

ikZoL K, (%)

2xbBy3

The Fourier transform of Eq. (24) can be performed analyt-
ically, which gives a useful approximation of the transverse
ISC wake function:

79 (w) ~ (24)

ZoL

32"
4r Byt (z2 + };—i)

WP (2) ~ (25)

In Fig. 4, a comparison is performed between the approx-
imated wake function and the exact analytical formula from
the previous section, showing that the approximated formula
describes, with a reasonable degree of accuracy, the depen-
dency of the transverse wake function with the relativistic
factor.

Note that an improved formula can be obtained by com-
bining the approximation for a small argument of the mod-
ified Bessel function /; with the approximation I;(x) =
sk 1261
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Figure 4: Comparison between the approximated wake func-
tion formula from Eq. (25) (dashed lines) and the exact
one from Eq. (17) (full lines), for a chamber with radius
b = 0.03 m and length L = 1 m, for various values of the
relativistic factor g.

Correcting Factor

The ratio between the exact and the approximated formu-
las (which we will call hereafter the "discrepancy function")
turns out to depend only on 7a witha = b/(vy) and 7 = z/v.
A graphical representation of this function for two different
values of a is displayed in Fig. 5.

—a=0.3/c
—a=0.6/c

0.7 : : :
-10 5 0 5 10
time [ns]
Figure 5: Discrepancy function between the exact and ap-
proximated formulas (Egs. (17) and (25) respectively), for
two different values of a = b/(vy).

Using this peculiarity we can obtain an exact formula for
the ISC wake function, which will require the computation
of a single reference discrepancy function. The generalized,
corrected formula using the discrepancy function can be
written as follows:

ZyL
723y (12 + a2)3?’

Wi (1) = F(1y) 5 (26)
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where F(7,) is the discrepancy function with 7, = 7a,.r/a
and a,er = bref/(cBrefyres). Therefore, computing once
for all F(t,), it is possible to scale appropriately Wfip for
any value of a. The equation has been successfully bench-
marked with the exact approach for various values of the
relativistic factor 8 (see Fig. 6).

03 i —3=0.1 (exact)
3=0.1 (corrected)
—3=0.5 (exact)

0.25- ~ ~

o
)
T

\

015- 7

W [V/pC/mm]

o
T

0.05~

time [ns]

Figure 6: Comparison between the corrected wake function
formula from Eq. (26) (dashed lines) and the exact one from
Eq. (17) (full lines) for various values of the relativistic factor

B.

CONCLUSION

General formulas for the indirect longitudinal and trans-
verse space charge wake functions have been obtained from
an exact analytical approach. Moreover, a simpler expres-
sion reproducing the time and velocity dependence has been
found for the transverse wake, and can even be corrected

to recover an exact formula, thanks to a numerical function .

that can be calculated once for all. The expressions obtained
have been successfully benchmarked with a purely numeri-
cal approach based on an uneven frequency sampling and a
Filon-like method to compute the Fourier integral.
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CONTROLLED LONGITUDINAL EMITTANCE BLOW-UP FOR HIGH
INTENSITY BEAMS IN THE CERN SPS

D. Quartullo*, H. Damerau, 1. Karpov, G. Papotti,
E. Shaposhnikova, C. Zisou, CERN, Meyrin, Switzerland

Abstract

Controlled longitudinal emittance blow-up will be re-
quired to longitudinally stabilise the beams for the High-
Luminosity LHC in the SPS. Bandwidth-limited noise is
injected at synchrotron frequency sidebands of the RF volt-
age of the main accelerating system through the beam phase
loop. The setup of the blow-up parameters is complicated
by bunch-by-bunch differences in their phase, shape, and
intensity, as well as by the interplay with the fourth harmonic
Landau RF system and transient beam loading in the main RF
system. During previous runs, an optimisation of the blow-
up had to be repeated manually at every intensity step up,
requiring hours of precious machine time. With the higher
beam intensity, the difficulties will be exacerbated, with
bunch-by-bunch differences becoming even more important.
We look at the extent of the impact of intensity effects on the
controlled longitudinal blow-up by means of macro-particle
tracking, as well as analytical calculations, and we derive
criteria for quantifying its effectiveness. These studies are
relevant to identify the parameters and observables which
become key to the operational setup and exploitation of the
blow-up.

INTRODUCTION

The “High Luminosity LHC” (HL-LHC) proton beams
in the SPS will require stabilization in the longitudinal
plane [1-3]. A fourth harmonic 800 MHz RF system in
combination with the 200 MHz accelerating one will in-
crease the synchrotron frequency spread inside the bunch
enhancing Landau damping [4], whereas controlled blow-up
will increase the bunch longitudinal emittance in a controlled
way [5]. Both methods will be required to cope with coupled-
bunch instabilities along the ramp and at flat-top.

Controlled emittance blow-up is achieved in the SPS by
injecting bandwidth-limited phase noise into the phase-loop
of the main RF system [6], as done also in the CERN PSB
and LHC [7-10]. Phase noise should diffuse just the particles
situated in the bunch core, since affecting the tails could lead
to particle losses. Emittance blow-up should occur along
the SPS ramp, so that particles driven out of the buckets are
lost in the SPS, and are not transferred to the LHC.

The noise-generation algorithm produces digital, band-
limited phase noise samples. Since the frequency band
should cover the synchrotron frequencies of the particles
situated in the bunch core, it must follow the changes of syn-
chrotron frequencies during the ramp. The noise generation
algorithm receives the required frequency band as input and
produces phase noise with the desired spectral properties.

* danilo.quartullo@cern.ch
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One main remaining issue is the determination of the
optimal frequency band. A dedicated algorithm has been
developed for this purpose. The frequency band is obtained
by designing the emittance increase during blow-up and by
making use of accurately computed synchrotron-frequency
distributions, which include collective effects.

Longitudinal beam dynamics simulations of the SPS cycle
are important to validate the effectiveness of the computed
frequency bands. One batch of 72 bunches was tracked
including the full SPS impedance model, beam loops and
emittance blow-up. Simulations were then compared with
beam measurements during the SPS cycle. The computed
frequency bands provided useful input to set the phase-noise
parameters with beam.

In this paper we describe the implementation of emittance
blow-up in operation. Then, the procedure for the determina-
tion of the phase-noise frequency band is explained in detail.
Results from beam dynamics simulations are reported and
compared with first beam measurements.

IMPLEMENTATION OF THE
PHASE-NOISE ALGORITHM

The HL-LHC beam requirements drove the LHC Injector
Upgrade Project [11], which, at the SPS, foresaw a complete
renovation of the RF system, including a rearrangement of
the 200 MHz accelerating structures, and a redesign of the
Low Level controls (LLRF, [12]), based on the MicroTCA
platform, and featuring a restructuring of the beam control

loops. The controlled emittance blow-up was operational for .

LHC-type beams in previous runs (2010-2018) [6], and had
to be re-implemented in the new LLRF system. The addition
of the noise in the phase loop is now done in the new, digital
LLREF, but the previous algorithm for the preparation of the
noise pattern and the high level controls are maintained.
The noise algorithm [13] creates an excitation spectrum
that follows the varying frequency spectrum during the en-
ergy ramp, and that is band-limited, with very low leakage.
The noise frequency bands are calculated in the SPS high
level controls (LHC Software Architecture, LSA), and sent
to the C++ code that prepares the noise pattern. The cen-
tral synchrotron frequency f;, in double-RF system without
intensity effects is automatically calculated in LSA. The
low and high band-limits are obtained by multiplying the
calculated f;, by two knobs, so to scale them easily.

DETERMINATION OF THE PHASE-NOISE
FREQUENCY BAND

A first algorithm for the determination of the frequency
band has been developed. It does not require particle track-
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Bunch-length evaluations during blow-up

Inputs of the algorithm O 7,, when noise starts and ends.

U Momentum and RF programs. O 7,4, during emittance blow-up.
Q Bunch lengths and intensities at the Determination of the frequency band
end of flat bottom. ’:> quency

Q Desired bunch lengths at flat top. U &5 computed from Tag-
Q Time interval when phase noise is 0 f; computed with collective effects.
: Qf, by evaluating f;(€45)-
applied. own (€10
U fyp slightly above fgo.

Figure 1: Scheme of the algorithm for the determination of
the phase-noise frequency band.
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Figure 2: Momentum program (blue), main (red) and fourth
(green) harmonic RF programs for the SPS HiRadMat cycle
during scrubbing in August 2021. The black lines mark the
start of the ramp (11.10 s), the end of the ramp (20.77 s) and
the extraction time (21.27 s). The orange line corresponds
to the momentum of 380 GeV/c.

ing, but it exploits the generation of distributions matched
to the RF bucket with intensity effects to evaluate the bunch
lengths and emittances during the blow-up. A scheme of the
algorithm structure is shown in Fig. 1.

Inputs of the Algorithm

The algorithm takes as inputs the momentum and RF
programs, the bunch lengths and intensities at the end of
the flat-bottom, the desired bunch lengths at flat-top after
emittance blow-up, as well as the cycle times when phase
noise should start and end.

Figure 2 shows the momentum program of the SPS HiRad-
Mat cycle, together with the programs of the main and fourth
harmonic RF systems during scrubbing (with limited RF
voltage) in August 2021. The HiRadMat cycle accelerates
up to 4 batches of 72 bunches from flat bottom (26 GeV/c) to
flat-top (440 GeV/c). Bunch rotation is applied in the CERN
PS at flat-top in order to reduce the length of the bunches
and make them fit into the SPS RF buckets.

The program of the main RF system in Fig. 2 provides
4.5 MV and 5.2 MV at flat bottom and top, respectively.
The voltage bump allows a constant bucket area in that time
interval. The fourth harmonic RF system increases the syn-
chrotron frequency spread inside the bunch, enhancing Lan-
dau damping. In Fig. 2, the voltage ratio between the two
RF systems is 10% at flat bottom, it increases linearly during

MOP11
72

©=2d Content from this work may be used under the terms of the CC BY 3.0 licence (© 2021). Any distribution of this work must maintain attribution to the author(s), title of the work, publisher, and DOI

ISBN: 978-3-95450-225-7 ISSN: 2673-5571 doi:10.18429/JACoW-HB2021-MOP11

1.48
2.875
3.74 iy
1.47
= 2.850 < =
< £
S372 =
37 2.825 5 [1:465
s a o
“3.70 2.800 £ [145 ¢
e = >
3.68 2.775 5 [1.44
2.750

0 20 40 60
Bunch number
Figure 3: Simulated bunch lengths along the batch at SPS
injection (blue), after 0.5 s of flat bottom (green) and at
extraction (red). The BLonD simulations used the programs
shown in Fig. 2 and started from realistic rotated PS bunch
distributions. Emittance blow-up was not applied.

the first part of acceleration and remains at 15% until extrac-
tion. The phase between the RF systems is programmed for
bunch-shortening mode (BSM) [4].

The bunch intensities and lengths at the end of the flat-
bottom were obtained by performing macro-particle simula-
tions. One batch of 72 bunches was simulated for 0.5 s at
flat bottom, using the CERN BLonD code [14]. Simulations
included the full SPS impedance model and started from re-
alistic bunch distributions, with an intensity of 1.2-10'! ppb
and which were obtained by performing simulations of bunch
rotation at PS flat-top with collective effects.

The effect of the One Turn Delay Feedback (OTFB) for
beam loading compensation was added in simulations by
reducing the shunt impedances of the RF fundamental modes
by -26 dB. An accurate model of the beam-based phase,
synchro and frequency loops was used in simulations.

The obtained bunch lengths at injection (blue) and after
0.5 s of flat bottom (green) are reported in Fig. 3, where

Ty = \/ET]:WHM / VIn2 is the convention used in the SPS
to compute bunch lenghts, Tgwpy being the Full Width at
Half Maximum of the bunch profile. The bunch lengths at
injection in Fig. 3 are within 3.71 + 0.04 ns, whereas those
at the ramp start are T4, = 2.83 + 0.08 ns.

The desired bunch length 74 4 at extraction after having ap-
plied emittance blow-up should satisfy the cycle-dependent
beam requirements and should be large enough to ensure
beam stability. Typical values of desired 74 4 are between
1.6 ns and 2.0 ns. Without emittance blow-up and for low
intensities, the bunch lengths 74 ., at extraction vary usually
between 1.45 ns and 1.65 ns (see e.g. Fig. 3, red). Above
1.6 - 10" ppb, a single LHC batch without blow-up is ex-
pected to become unstable during the SPS ramp.

The last input parameter for the algorithm is the time
interval when phase noise is applied. Concerning the Hi-
RadMat cycle, the starting time of phase noise was set to
t, = 15 s, when the bucket area starts to increase, which
reduces particle losses when phase noise is applied.

In general, long time intervals with phase noise are de-
sirable, since they allow more possibilities in the design
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Figure 4: Bunch lengths along the batch at cycle times
t, (green) and 7, (magenta), obtained from the algorithm
for frequency band determination using the momentum and
voltage programs shown in Fig. 2. The bunch lengths at the
end of the flat-bottom (blue) and the desired bunch lengths
at extraction (red) are input parameters to the algorithm.

of the blow-up manipulation and allow also a slower, and
therefore more controlled, bunch-length increase. However,
emittance blow-up at the flat-top could lead to transfer to the
LHC of particles pushed outside of the SPS buckets by the
phase noise. In addition, a transverse scraping starting at
380 GeV/c is foreseen for the HL-LHC beams and, to limit
losses, phase noise should stop before this scraping begins.
Since a momentum of 380 GeV/c corresponds to the cycle
time of 19.3 s (Fig. 2, orange line), the end of phase noise
was set to t, = 19 s, leaving 300 ms of margin.

Bunch-length Evaluations During the Blow-up

The first step performed by the algorithm is to estimate the
bunch lengths at ¢, and .. Since the different 74 at ramp
start are known, we can generate a matched distribution for
each bunch and compute the corresponding full emittance
€¢. Assuming that ¢; is preserved until phase noise starts,
the ¢; values are used to generate matched distributions
and to compute the bunch lengths at #,. This procedure of
double matching is also applied to find the bunch lengths
at t,. Then, for each bunch, the computed 74 and 74,
are linearly interpolated to obtain the design 74 during the
blow-up.

Figure 4 shows an example of bunch lengths at 7, and ¢,
computed with the algorithm, assuming 744 = 1.8 ns. The
variations of 7, along the batch are similar at times ¢, and ¢,.
The values a