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Preface

The workshop COOL 07 was organized by GSI in succession to several precursor
workshops on beam cooling and related techniques. It was held in the delightful
neighborhood of the resort of Bad Kreuznach, Germany, between September 10 and
September 14, 2007. The Park-Hotel Bad Kreuznach, located close to the spa gardens and
the city, provided comfortable meeting rooms and created a relaxed atmosphere during
and after the sessions.

The workshop was attended by 68 participants from 8 countries in Europe, America,
and Asia. About two thirds of the contributions were presented in talks, one third on
posters. The workshop was structured in 14 sessions of 3 oral presentations each, two in
the morning and two in the afternoon. One afternoon was reserved for the poster
presentations and ended in a special lecture by Fritz Bosch of GSI on the application of
stochastic and electron cooling to prepare rare isotope beams for experiments studying
the decay of single ions. One session organized by Dieter Mohl aimed at a discussion of
special ion optical lattices for optimum performance of stochastic cooling.

The contributions gave a rather complete overview of recent developments in the field
of beam cooling, but also some planned new projects and ideas for advanced cooling
concepts were discussed. The presentations covered the range from high intensity
antiproton stacks accumulated by stochastic cooling, and now also supplemented by
electron cooling, down to low intensity crystalline beams achieved by means of electron
or laser cooling. Beyond these well-established techniques, more advanced concepts like
muon and ionization cooling and a stochastic cooling scheme based on the use of an
electron beam were discussed.

A possibility to relax from the workshop and enjoy the vicinity was given on an
afternoon excursion that took the participants along the Rhine Valley culminating in the
conference dinner at the Eberbach Monastery. The excursion, as well as the reception on
the eve of the workshop, gave plenty of time for intense and extended discussions.

The organizers would like to thank GSI, Research Centre Jilich, and Pink Vacuum
for sponsoring this workshop.

Special thanks should be given to the conference secretaries Brigitte Azzara, Erika
Ditter, and Paola Karampougiouki, who prepared and managed the workshop with high
efficiency and great enthusiasm, and to the editors Rainer W. Hasse, Michaela Marx, and
Volker RW Schaa for successfully introducing the JACOW system for the publication of
the workshop and for their editorial work.

Markus Steck
Chairman of COOL 07
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STATUS OF THE FERMILAB RECYCLER*

PF. Derwent', for the Recycler Department
Fermi National Accelerator Laboratory, Batavia IL 60510-0500 USA

Abstract

I present the current operational status of the Fermilab
Recycler Ring. Using a mix of stochastic and electron cool-
ing, we prepare antiproton beams for the Fermilab Teva-
tron Collider program. Included are discussion of stashing
and cooling performance, operational scenarios, and col-
lider performance.

THE RECYCLER RING AT FERMILAB

The Fermilab Recycler is an 8§ GeV storage ring us-
ing strontium ferrite permanent magnets. It was designed
to provide more antiprotons for the Tevatron collider pro-
gram, though the use of stochastic and electron cooling [1].
By providing a second storage ring for the accumula-
tion of antiprotons and allowing for the recycling of an-
tiprotons from the Tevatron, the Recycler was a critical
part of the luminosity improvements to a design goal of
2x 1032 /cm? /sec. The Run II luminosity upgrade program
expanded on this original design, requiring the Recycler to
be the repository of large stashes (6 x 10'2) with appropri-
ate phase space characteristics to be used in the Tevatron
collider stores, while abandoning the plan to recycle an-
tiprotons. In order to maximize the stacking efficiency of
the Fermilab antiproton Accumulator, small stacks of an-
tiprotons (=~ 5 x 10'!) are transferred every 2-3 hours to
the Recycler. In the Recycler, the stash is initially cooled
by stochastic cooling [2], then stored and cooled by elec-
tron cooling [3] until the antiprotons are to be used in the
Tevatron. Table 1 presents basic parameters of the Recycler
ring. As we inject and extract with stored beam in the Re-
cycler, we use barrier potential wells to time separate the
cold ‘stashed’ beam from the ‘hot’ injected beam (or the
beam for extraction).

Table 1: Recycler Ring Design Parameters

Circumference 3310.8 m
Momentum 8.9 GeV/c
Transition ~ 20.7

Average 0 Value 30 m
Typical Transverse Emittance 6 mum rad
Number of antiprotons <600 x 1010
Average Pressure 0.5 nTorr

* Work supported by the Fermi Research Alliance, under contract DE-
AC02-76CHO03000 with the U. S. Dept. of Energy.
T derwent@fnal.gov

ANTIPROTON COOLING

The Recycler utilizes both stochastic and electron cool-
ing for antiprotons. Table 2 summarizes important param-
eters for the different cooling systems. As electron cool-
ing can be viewed as an energy exchange process from the
hot antiproton beam to the cold electron beam, achieving
transverse overlap between the two beams is essential. The
stochastic cooling systems are designed to cool the antipro-
ton beam transversely, to be contained within the transverse
size of the electron beam, so as to maximize the electron
cooling force (see discussion in reference [4]).

Table 2: Stochastic and Electron Cooling System Param-

eters. There are two independent notch filter longitudinal

stochastic cooling systems, in different frequency ranges.
Longitudinal Stochastic Cooling

Frequency Range 0.5-1.0GHz
Number of Pickup/Kicker loops 16
Frequency Range 1.0-2.0 GHz
Number of Pickup/Kicker loops 32
Operating Temperature 300K
Transverse Stochastic Cooling
Horizontal Frequency Range 2.0-4.0GHz
Number of Pickup/Kicker loops 32
Vertical Frequency Range 2.0-4.0 GHz
Number of Pickup/Kicker loops 32
Operating Temperature 300K
Electron Cooling
Terminal Voltage 4.34 MV
Beam Current (max) 0.5 mA
Terminal Voltage Ripple (rms) 200V
Cooling Section Length 20 m
Cooling Section Solenoidal Field 100 G
Cooling Section Beam Radius 3.5mm
Electron Angular Spread (rms) < 0.2 mrad

The stochastic cooling systems were commissioned and
integrated in operations in early 2003. There are two in-
dependent longitudinal systems, spanning the ranges 0.5
—1.0 GHz and 1.0 — 2.0 GHz, which use notch filter cool-
ing. The transverse systems (both horizontal and vertical)
are in the frequency range 2.0 — 4.0 GHz. All stochas-
tic cooling systems use planar loops for pickups and kick-
ers [5]. Gated cooling studies, to show that the systems met
the performance requirements, were performed in 2004 [2].
In figure 1, I show the transverse cooling performance
of the systems. They effectively cool 157 mm mrad [6]
beams to 107 mm mrad within 25 minutes. Beams of
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10m mm mrad fit within the designed electron beam ra-
dius.

The electron cooling system was commissioned and in-
tegrated in operations in 2005 [3, 7]. It utilizes a 4.3 MeV
DC electron beam. The beam is generated by a thermionic-
cathode gun, located at a potential of 4.3 MV inside of
a large electrostatic accelerator. We can sustain electron
beam and voltage with currents to ground of less than 100
#A. To maintain this high efficiency, we utilize a recircula-
tion system that has an efficiency > 99.998% for currents
up to 0.5 A.

The electron gun is immersed in a solenoidal magnetic
field to create a beam with large angular momentum. The
beam is transported through the electrostatic accelerator
and to the cooling section using convential focussing el-
ements, then is made round and parallel to the antiproton
beam such that the beam radius r, produces the same mag-
netic flux as at the cathode [7]. Operationally, the electron
cooler is required to reduce the longitudinal emittance from
up to 140 eV-sec to ~ 70 eV sec in 90 minutes for stashes
up to 500 x 109 antiprotons, which is slightly different
than originally foreseen [8].

Gated Cooling Study

Emittance Evolution

v ¢_No Cooling
€, Gated

LA g Gated

3£ €, No Cooling

Run II Goal
/

[eV-s] and [t mm-mrad]

s | s | s 1 L | L 1
0 10 20 30 40 50
Time [min]

Figure 1: Gated cooling demonstration for the stochastic
cooling systems. 20 x 10'° antiprotons were in a barrier
potential well and the transverse stochastic cooling systems
were gated to cool only the particles in that well. An ad-
ditional 20 x 10'0 antiprotons were in a separate poten-
tial well and were not cooled. The goal was to cool to
10rmmmrad within 30 minutes. The goal was attained,
with no heating to the beam that was not in the cooled po-
tential well.

OPERATIONAL SCENARIOS

Incoming Antiprotons from the Accumulator

The Antiproton source has made significant improve-
ments in accumulating antiprotons through the past two

Proceedings of COOL 2007, Bad Kreuznach, Germany

years [9]. The average stacking rate has gone from 10 x
1019 antiprotons per hour to more than 17 x 10, with
peak hours where better than 23 x 10'° antiprotons have
been accumulated. There has also been significant work
done in speeding up the transfers from the Accumulator to
the Recycler. It is a point that often times gets lost in the
shuffle, that the amount of time spent to do a transfer is
time that is not spent stacking, resulting in lower total ac-
cumulation in a fixed time frame.

For transfers, we have changed our operational mindset.
As antiprotons are difficult to produce, we defined success
as not accepting loss of a transfer. The antiproton trans-
fer goes from the Accumulator through a transfer line into
the Main Injector, through a small energy change to match
the Recycler, and into the Recycler. We did a complete
detailed beam line tune up with protons from the Main In-
jector to the Accumulator, including the energy matching
and orbit closure in the Accumulator. We had two separate
sets of power supplies for the transfer line, as it is also used
to transport 120 GeV protons from the Main Injector to
the antiproton target, the power supply regulation at 8 GeV
currents through the 120 GeV supplies was not originally
good enough, and we switched supplies based on how the
beamline was being used. The Run II Upgrade program in-
cluded elements to improve the power supply regulation so
that we no longer need to switch supplies to do antiproton
transfers. The entire tuneup, plus transfers, would take on
order 60 minutes, during which there was no accumulation
of antiprotons in the Accumulator. To maximize perfor-
mance, we would transfer when the Accumulator current
reached > 80 x 10'° antiprotons, which required 6 sepa-
rate transfers to empty the Accumulator because of bucket
area constraints and longitudinal emittance in the Accumu-
lator. Each transfer required manipulations of the barrier
potential wells in the Recycler, adding time to the process.
Of this 60 minutes, ~ 2 was spent in tune up and % in
transferring antiprotons.

By defining success as accepting the occasional loss of
a transfer, we now operate in a different mode. We use
the 120 GeV beamline supplies for both protons to the an-
tiproton target and antiprotons from the Accumulator to the
Main Injector. We do a brief beamline tuneup with protons,
using the efficiency of the transfer from the Main Injector to
the Accumulator to define whether a more detailed tuneup
is necessary (if the efficiency is > 85%, we proceed). As
the total preparation time is smaller, we can do transfers
more frequently with less of an impact, so transfers are
triggered at smaller Accumulator currents (> 50 x 10'°
antiprotons). As the current is smaller, the Accumula-
tor stochastic cooling systems are more efficient, lowering
the longitudinal emittance and requiring fewer transfers to
empty the Accumulator. With fewer transfers, the time for
the barrier potential well manipulations is also smaller. We
know routinely do the transfers in ~ 12 minutes, with the
same % % split between setup and transfer, with 3 separate
transfers from the Accumulator to the Recycler. We esti-
mate (given caveats discussed below with regard to inten-
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Figure 2: Electron Cooling insert in the Fermilab Recycler.

sity measures) that the transfer efficiency is &~ 90%, falling
slightly as intensity in the Recycler increases.

Figure 3 shows an operational week for the Recycler.
In the top plot, the Recycler beam intensity is in red, the
Accumulator beam intensity is in blue, and the sum is in
green (all in units of 10'°). During this 7 day period, there
were 52 transfers from the Accumulator to the Recycler,
with the peak Accumulator current of ~ 75 x 10'° but
most occurring at 50 x 100, There were 4 transfers to
the Tevatron during this week, with Recycler current rou-
tinely > 300 x 10'° and peak current > 450 x 10'° an-
tiprotons. There was one lost stash in the Recycler, due
to a failure in a CAMAC controls crate that included the
control cards for ramped trim dipoles (used to compensate
for changes in the path length due to the ramping of the
dipole and quadrupole busses in the Main Injector). In the
bottom plot, red is the horizontal transverse emittance and
blue is the vertical transverse emittance for the antiproton
beam in the Recycler. Note that we were consistently able
to keep the transverse emittances between 5 and 7 # mm
mrad, even as the intensity reached its maximum.

Of interest in figure 3 is the behavior of the beam in-
tensity in the Recycler between transfers from the Accu-
mulator. One would expect the intensity to decay during
this time period, due to finite beam lifetime. Close inspec-
tion of the intensity shows that it in fact rises in between
transfers! Are we making antiprotons out of the vacuum?
No, of course we are not. In December 2006, the main
beam current measuring device (a DCCT) for the Recy-
cler failed. We did not have a replacement in hand, so we
needed an alternative method of measuring the beam cur-
rent. The DCCT was the only instrument capable of mak-
ing a DC measurement, but we do have additional toroids
and a resistive wall monitor for making AC measurements.
Because we do keep the beam in a barrier potential well,

Fri Jul 27 00:00:00 CDT 2007 -~ Fri Aug 03 00:00:00 CDT 2007
&0 Recycler Current Accumulator Curent
= 350 V”
g A n o s
i vl v ‘3

£ 2% S o E 7

2 150 W o o d

100 e A7's g - -
o G I B O s st A

WWM

2700 280 29l 30300 31 1-Aug 2-Aug
Ti

Emittances (11 mm mr)

Horizontal Emittance Vertical Emittance

Figure 3: An operational week for the Recycler. In the top
plot, blue is the Accumulator intensity, red is the Recycler
intensity, and green is the sum (in units of 10'°. In the bot-
tom plot, red is the horizontal transverse emittance and blue
is the vertical transverse emittance (both 95% normalized
7 mm mrad).

there is a strong AC signal available (see figure 4).

By sampling and integrating the signal, we can calculate
the beam intensity. We use 588 samples (the number of 53
MHz RF buckets in the Main Injector, which has the same
circumference and serves as a convenient clock) over the
11.13 psec time of a revolution. By looking for the min-
imum in the signal and correlating it with the time where
we expect that there is no beam, we can define a baseline.
However, if there are high momentum antiprotons (with
Ap > 18 MeV/c), they will not be trapped within the bar-
rier potential well and will be DC beam within the Recy-
cler. This DC beam causes a baseline shift. As the beam is
strongly cooled by the electron cooler, these free particles
fall into the potential well, so the baseline moves down and
the beam intensity over baseline increases, resulting in an
‘increase’ in the measured antiproton beam current. This
behavior has made it difficult for us to truly define transfer
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Figure 4: An oscilloscope view of the RF waveform (the
integral creates a potential well) and the resistive wall mon-
itor signal. The Recycler revolution period is 11.13 usec,
so the 20 usec displayed shows more than 1 full turn.

efficiencies, peak intensities, beam lifetimes, or any other
measures that depend upon accurate and precise measures
of beam current. As all antiprotons coming in and going out
travel through the Main Injector, we use the measured in-
tensities in that machine to define some of our performance
criteria.

With these caveats, the week summarized in figure 3 saw
2.72 x 10'3 antiprotons transferred into the Recycler and
1.82 x 10'3 transferred out of the Recycler (with loss of
~ 1.2 x 10'2 due to the controls failure).

A standard accumulation period is approximately 25
hours. Soon after the antiprotons have been transferred
from the Recycler, we accept antiprotons from the Accu-
mulator, which has been stacking during the Recycler —
Tevatron transfer process. The electron cooler is not needed
until the accumulated intensity is > 100 x 10'°, giving
approximately 4 hours where beam studies can be done
with the electrons without disturbing the antiprotons. Once
the intensity reaches this threshold, the electron cooler is
turned on with electron current of 100 mA. The electron
beam is radially offset from the antiproton beam to control
the cooling rate [4]. For the final hour of cooling before
transfer to the Tevatron, the beam current is increased to
200 mA and slowly brought ‘on—axis’ with the antiproton
beam. This cooling approach has been driven by the desire
to control the longitudinal and transverse emittances of the
antiprotons as a function of intensity so that the Tevatron
can handle the antiproton beam brightness.

We have reached this operating mode by optimizing the
average accumulation of antiprotons (which includes stack-
ing performance in the Accumulator, the transfer time, and
efficiency from the Accumulator to the Recycler) balanced
against the integrated luminosity in the Tevatron. The inte-
grated luminosity in the Tevatron is a complicated mix of
beam intensities, emittances, and tune operating point [10],
with both proton and antiproton beam brightness important
inputs to the performance.

4
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COLLIDER PERFORMANCE

The goal of the Recycler is to provide bright antiproton
beams to the Tevatron Collider, to maximize the integrated
luminosity for the two collider experiments. History has
shown that antiproton intensity is the single strongest cor-
relation for the collider program. Figure 5 shows the num-
ber of antiprotons (in units of 10'%) available at the start
of a Tevatron shot. The horizontal axis is time, with the
different colors representing different fiscal years (as de-
fined by the US government, which differ from calendar
years in that they go from 1 October to 30 September). The
first 3 years (to the start of 2005), we only had the Accu-
mulator available as an antiproton storage ring. Starting
in 2005, we used both the Accumulator and the Recycler.
During this period, the Recycler was limited to intensities
of < 175 x 100 because of limitations in the stochastic
cooling and the lack of a transverse damper. Starting in the
fall of 2005 through the present, with the commissioning of
electron cooling and transverse dampers, the Recycler has
become the main antiproton storage ring. The peak number
of antiprotons available to the collider has doubled in the
last 2 years. This doubling is a result of stacking improve-
ments in the Accumulator [9], operational improvements in
transfer time and efficiency, and the operation of electron
cooling in the Recycler.

Pbars available to the Collider Max: 457.0 Most Recent: 340.0
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Figure 5: The number of antiprotons (by US government
fiscal year) available to the Tevatron Collider. During the
time period 2002-2004, antiprotons were stored only in the
Accumulator. Starting in 2005, we began using both the
Accumulator and the Recycler. After the commissioning
of the electron cooling in the Recycler [3] in the summer
and fall of 2005, the Recycler became the sole repository
for antiprotons.

With the increased intensity comes the question, can
the Recycler preserve the transverse and longitudinal emit-
tance? Intrabeam scattering emittance diffusion, stochastic
cooling performance, instabilities, etc., are all strongly in-
tensity dependent. In figure 3, the lower plot shows the
transverse emittances as measured for intensities ranging
from ~ 10 x 10 to > 450 x 10'°. The transverse
emittances are all kept within the range of 5 — 7 7 mm
mrad, which is the required target for the Tevatron col-
lider. Smaller transverse emittances can actually hurt inte-
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grated luminosity performance, because of changes to the
beam and emittance lifetimes in the Tevatron due to beam
beam effects [10]. In figure 6, the 95% longitudinal emit-
tance (assuming a Gaussian beam distribution) is shown
as a function of the Recycler antiproton intensity. Most
stashes are between 54 and 70 eV secs, with the stated goal
of 54 eV sec and available bucket area of 72 eV sec. As the
electron cooled beam distribution is sharper than a Gaus-
sian (for example, we measure an RMS of 2.66 MeV/c mo-
mentum spread and that the 90% width is 7.7 MeV/c, while
for a Gaussian distribution we would expect a 90% width
of 8.8 MeV/c), this measure is an overestimate of the 95%
longitudinal emittance, which is why operationally we ac-
cept this measure up to 70 eV sec for transfers.

Recycler Long Emittance vs Stash Size
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Figure 6: The calculated 95% longitudinal emittance (in
units of eV-sec, assuming a Gaussian beam distribution)
for the Recycler as a function of the beam intensity (units
of 1019). The pink and blue lines represent performance
goals for cooling performance.

Figure 7 shows the peak luminosity attained in the Teva-
tron as a function of time. Since the Recycler and electron
cooling became part of standard operations in the fall of
2005, the peak luminosity has doubled, both because of im-
provements in the Accumulator [9], the Tevatron [10], and
the use of the Recycler and electron cooling. With con-
tinuing improvements to the Accumulator stacking perfor-
mance, operational experience with the Recycler and elec-
tron cooling, and continuing work with the Tevatron, we
anticipate that we will continue to push the number of an-
tiprotons accumulated to > 500 x 10'° and the peak lumi-
nosity to > 3 x 1032 /cm? /sec.
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Figure 7: The peak Iluminosity (in units of
103°/cm? /sec = 1ub~!/sec) achieved in the Tevatron
Collider. During the time period 2002-2004, antiprotons
were stored only in the Accumulator. Starting in 2005,
we began using both the Accumulator and the Recycler.
After the commissioning of the electron cooling in the
Recycler [3] in the summer and fall of 2005, the Recycler
became the sole repository for antiprotons. There have
been many improvements in the Tevatron performance to
handle the higher antiproton intensities [10].
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STATUS OF THE ANTIPROTON DECELERATOR AND OF THE ELENA
PROJECT AT CERN

P. Belochitskii, CERN, Geneva, Switzerland

Abstract

The Antiproton Decelerator (AD) at CERN operates for
physics since 2000 [1]. It delivers low energy antiprotons
for production and study of antihydrogen, for atomic
physics and for medical research. Two beam cooling
systems, stochastic and electron, play key roles in AD
operation. They make beam transverse and longitudinal
emittances small, which is an obligatory condition for
beam deceleration without losses, as well as for physics.
The machine performance is reviewed, along with plans
for the future. Significant improvement of intensity and
emittances of the beam delivered to the experiments could
be achieved with the addition of a small ring suitable for
further deceleration and cooling. The details of this new
extra low energy antiproton ring (ELENA) and its status
are presented.

AD CYCLE

The 26 GeV/c proton beam from CERN PS is delivered
to the target where antiprotons are produced and
transferred to AD. The machine cycle is a sequence of
plateaus and ramps (Figure 1).The first plateau is suited
for injection of 4 bunches followed by 90° rotation in the
longitudinal phase space to fit beam momentum spread to
longitudinal acceptance of the stochastic cooling system.
Then beam is cooled, decelerated down to 2 GeV/c and
cooled again. Deceleration down to 300 MeV/c follows,
where beam is cooled, now with electron cooling. Next
ramp down to 100 MeV/c follows, where beam is cooled
down to emittances required for AD experiments,
bunched and extracted.

Basic AD Deceleration Cycle
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Figure 1: AD cycle.

STOCHASTIC COOLING

Due to lack of space only band I (1 - 1.65 GHz) from AC
(AD predecessor) is used (H&V pickup tanks and H&V
kicker tanks), bands II and III (1.65 GHz to 2.40 GHz and
2.40 GHz to 3.0 GHz) are dismantled. The momentum

cooling is done by notch filter method with sum signal
from both PUs sent to both kickers. The momentum
acceptance of system is about +1.0%, which is
significantly smaller than momentum spread of injected
beam which is £3%. To fit the latter to the former, the
advantage of short bunch length of production beam is
used. Short antiproton bunches are rotated 90° in the
longitudinal phase space with reduction of momentum
spread to about £1.2%. Cooling at 2 GeV/c is mainly
aimed to reduce momentum spread of beam to fit the
small longitudinal acceptance of RF cavity. The
performance of stochastic cooling system is shown in
Table 1.

Table 1: Performance of stochastic cooling system

Momentum, GeV/c 3.57 2.0
Duration, sec 17 6
&/ &, mmm mrad 3/3 4/5
Ap/p 1-10° 2-10%
ELECTRON COOLING

The AD electron cooler (Figure 2) is recuperated from
LEAR, which stopped operation in 1996, with minimal
upgrade (mechanical support, change from S-shape to U-
shape). The parameters of cooler are given in Table 2.

RF cuv?ﬂ%

Stochastic Cooling
piek-up

Figure 2: Layout of electron cooler.

The performance of electron cooling in AD is sensitive to
orbit stability. Special procedure has been implemented to
compensate slow orbit drift caused by decay of eddy
currents in massive end plates of bending magnets. To
avoid losses during cooling process, careful choice of
tunes and coupling compensation have to be done.

Table 2: Main parameters of electron cooler

Cooling length, m 1.5
Electron beam energy, keV 2.8 -35
Electron beam current, A 0.1-25
Field in solenoid, Gs 590
Electron beam radius, cm 2.5
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The electron cooling at 300 MeV/c is accompanied by
about 13% of beam losses. They can be reduced by earlier
start of gun voltage, several seconds before beam arrives
to plateau. In addition, both careful choice of tunes and
coupling compensation have to be done to keep as much
beam as possible during cooling.

Small dispersion in a cooler region is prepared at 300
MeV/c resulting in a smaller horizontal emittance
compared with the vertical one. The cooling time at 300
MeV/c is about 10 sec to 15 sec. It is chosen to cool down
to emittances less than 5t mm mrad in both planes to
make the following deceleration lossless and also to
facilitate cooling at 100 MeV/c.

Main task of cooling at 100 MeV/c is to prepare the
beam for physics. Typical requirements are: € < 1t mm
mrad and bunch length shorter than 170 nsec. Due to RF
noise during beam bunching before extraction the
longitudinal emittance is blown up resulting in increased
bunch length. To overcome this, electron cooling is
extended to overlap a part of bunching process.
Unfortunately, the “cross-talk” between two systems
causes beam filamentation in transverse planes with
creation of core (70% to 85% of beam) and halo [2]. The
compromise for overlapping time for cooling and
bunching has to be carefully chosen to achieve optimal
transverse and longitudinal emittances. The performance
of electron cooling is given in Table 3.

Table 3: Performance of electron cooling
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MACHINE PERFORMANCE

The performance of AD is defined by number of
antiprotons per second and by beam emittances. The
deceleration efficiency (number of extracted antiprotons
divided by number of cooled antiprotons at injection
energy) is 80% to 85% and can be improved only slightly.

Np (3.5 Ge¥/c)

~78000

Ei

nnnnnn

Np (2 GeV/c)

Np (300 MeV/c)

Np (100 MeV/c ramp)
Np (100 Me¥/c end)

DETFA7049

dp/p (3.5 GeV/c)

dp/p (2Gev/c)

dpip (300MeV/c)

dp/p (100 Mev/c)

4.7%e7 100 %

4.71e7 99%

4.2e7 88%

438e7 92%

412 e7 86%

3.95e7 83%

13.659 0.7903

1.204 0.242

1.486 0.068

0.518 0

Momentum, MeV/c 300 100
Duration, sec 16 15

&,/ &, m mm mrad 1.6/2.4 <0.5/<0.5
Ap/p 8107 1.2-10*

MACHINE OPERATION

Since autumn 2004 AD runs without stopping on
weekends to increase a time available for physics. In 2006
beam availability went down to 70% due to major faults
in CERN PS and due to long start up period in AD. This
year is good in view of machine performance.
Unfortunately in the middle of the run the orbit started to
jump from time to time causing degradation of
deceleration efficiency and emittance until new
readjustment. This is caused by magnetic field
fluctuations in one of the dipoles on side of electron
cooler. The coils in this corrector magnet are likely to be
damaged and the magnet is scheduled for replacement.
The operational statistics is summarized in Table 4.

Table 4: Operational statistics

2000 | 2001 | 2002 | 2003 | 2004 | 2006
Total 3600 | 3050 | 2800 | 2800 | 3400 | 2352
Physics | 1550 | 2250 | 2100 | 2300 | 3090 | 2185
MD 2030 | 800 | 700 | 500 | 310 | 167
Uptime | 86% | 89% | 90% | 90% | 71% | 69%

Figure 2: Beam intensity during AD cycle.

The beam intensity depends mainly on production
beam from CERN PS. The potential of its increase exists
but needs hardware upgrade for sophisticated RF
gymnastics in PS. The ramp speed is limited by eddy
currents and is already at the limit The cooling time at
100 MeV/c could be shorter which is a subject for
investigations.

Yet there is another and very efficient way to increase a
lot the number of antiprotons delivered to experiment. To
present this proposal a short review is useful which gives
more details how AD beam is used by experiments.

POSTDECELERATION OF AD BEAM BY
EXPERIMENTS

The ALPHA and ATRAP experiment physics programs
are focused on trapping antiprotons in Penning traps
where antihydrogen is created after recombination with
positrons. Typical energy range to trap antiprotons is 3
keV to 5 keV. To decelerate beam down to this range
from extraction energy 5.3 MeV (momentum 100 MeV/c)
several degraders are used. During passing the degrader
99.9% of AD beam is lost and the remaining beam is
blown up.

The ASACUSA experiment uses RFQD (Radio
Frequency Decelerating Quadrupole) for further
deceleration of antiprotons down to about 100 keV kinetic
energy. The use of RFQD allows to reduce significantly
beam losses in degrader because much thinner one can be
used. Still the deceleration efficiency in RFQD is about
25% to 40% only and beam emittances are increased.
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EXTRA LOW ENERGY ANTIPROTON
RING (ELENA)

Machine Main Features and Location

For efficient deceleration of antiprotons to low energy a
small ring with electron cooling has been proposed [3].
The low energy limit for this machine is 100 keV. It was
chosen as a compromise between requirements from
experiments of ultra low energy beam and constraints
given by space charge limitations in machine and cooler,
requirements to vacuum of few 10" Torr and others. The
availability of electron cooling system allows to keep
very high phase space density which is a top priority from
users. With extra ring which delivers very dense low
energy beam one to two order of magnitude more trapped
antiprotons expected for experiments.

ELENA ring is a small machine with circumference of
26m and can be placed inside of AD Hall (see Figure 3).
Small reshuffle of experimental area is required, as well
as movement of some of AD equipment and new
configuration of shielding. The precise positioning of a
new ring in AD Hall will be dictated by optimal
conditions for injection and for extraction into existing
experimental areas.
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W Matching
quadrupoles

New shielding

Figure 3: ELENA ring location in AD Experimental Area.

Ring Configuration

Two variants of ring configuration have been studied,
triangular and rectangular [4]. For the first one possible
tune range is from 0 to 1.5 and optics with suitable beta
functions and working point Q,/Q,=1.30/1.28 can be
prepared. For the second one tune range is from 0 to 2 and
more choice of working points is available. The
comparison of two optics shows that triangular machine is
longer and provides less room in tune diagram which is
essential due to space charge limitations at low energies.

As result, a machine with four straight sections has
been chosen. Two long sections are suited for electron
cooler and injection/ejection system, and two short

Proceedings of COOL 2007, Bad Kreuznach, Germany

sections for beam diagnostics, RF equipment and other
(Figure 4).
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Figure 4: ELENA ring layout.

Electron Cooler

In ELENA cooling will be done at two momenta during
deceleration cycle. At the intermediate momentum of 35
MeV/c the antiproton beam will be cooled to avoid beam
losses during deceleration and to prepare good conditions
for last cooling at 13.7 MeV/c. At extraction energy beam
with small emittances is prepared by cooling to fit
requirements for physics.

For fast and efficient cooling special attention must be
paid to the design of the electron gun and the quality of
the longitudinal magnetic field guiding the electrons from
the gun to the collector [5]. The electron gun has to be
designed in a way to produce a cold (T, <0.1 eV, T <1
meV) and relatively intense electron beam (n. ~ 3x10'
cm™). The gun is immersed in a longitudinal field of 700
Gs which is adiabatically reduced to maximum field of
200 Gs in the transition between the gun solenoid and the
toroid. Due to this transverse temperature is reduced as
well during beam adiabatic expansion. The main
characteristics of the proposed device are summarized in
Table 5.

Table 5: Main parameters of electron

Cooling length, m 1

Beam cooled at momentum, MeV/c 35and 13.7
Electron beam energy, V 355 and 54
Electron beam current, mA 15 and 2
Magnetic field in solenoid, Gs 200
Electron beam radius,, cm 2.5

To compensate coupling introduced by drift solenoid,
two compensators are placed on each sides of the cooler.
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Two horizontal and two vertical orbit correctors are
located on each side of the cooler for compensation of
kicks produced by toroids and for optimal alignment of
antiproton beam with respect to electron beam. The
schematic layout of electron cooler for ELENA is shown
in Figure 5.
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Figure 5: Layout of electron cooler for ELENA.

The simulation of electron cooling have been
performed using BETACOOL code[6] to study sensitivity
of cooling time to main cooler parameters like electron
beam temperatures, magnetic field in drift solenoid and
others. With electron beam parameters mentioned above
and magnetic field 200 Gs the beam is cooled from &, , =
20m mm mrad to &, =1n mm mrad in one second. The
influence of other parameters (gas pressure, IBS) has been
studied as well [7]. Due to very strong optics perturbation
by solenoidal fields operation with lower magnetic field
(i.e. 150 Gs) is foreseen. With proper gas pressure
required final emittances are achieved in a bit longer time,
which makes no effect on ELENA performance because
AD cycle is much longer than ELENA cycle.

Optics of ELENA

The machine optics was designed [4] to fit the
following tasks:

e Magnet system should be compact and
minimizing expenses

e Operation with significant incoherent tune
shift due to space charge should be foreseen

e Proper conditions for effective work of
electron cooling system should be prepared,
and unavoidable effects of cooler on
antiproton beam carefully compensated.

Two lattices with tunes QJ/Q,=1.45/1.42 and
Q«/Qy=1.64/1.62 have been compared. The first one
provides moderate beta functions in cooler about 3m to
4m, the second one gives twice smaller beta function
values there. As result, the first optics is much more
sensitive to effect of solenoid of electron cooler and of
compensating solenoids, which increases toward the end
of the ramp. This effect is squared with magnetic field in
a drift solenoid of cooler and breaks lattice periodicity
(Figure 6). On the other side, very small beta function
values in a cooler section of the second optics are not
favourable for fast cooling, which could be critical at low
energy. In addition, in the first machine tunes are more
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distanced from the limiting resonances. As result, the first
variant of optics has be chosen.

The tune shift produced by electron beam is noticeable
as well, but is much smaller than effect of solenoidal
fields. It is independent on antiproton beam energy and
can be handled more easily.

The important feature of optics is that focussing is done
mainly in bending magnets by proper choice of length and
edge angle. The quadrupoles are weak and suited for fine
adjustment of tunes in operation, and for compensation of
the effects of electron cooler on machine optics. Their
location in a ring with respect to bending magnets is
chosen to provide best efficiency.
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Figure 6: ELENA optics at extraction energy (effects of
electron cooler and electron beam are taken into account).

Magnet System

To save space special magnet design has been proposed
[8]. A horizontal and vertical dipole, normal quadrupole,
skew quadrupole and sextupole are integrated into one
module. The low level of required field allows to use
normal conducting ironless magnets. The proper
configuration of coil sectors is chosen (Figure 7) with
homogeneous current density.

¥ OPERA-2d

Figure 7: Multipole corrector.

All 8 modules are identical to reduce costs, but some of
them may not be used, hence not connected to power
supplies.
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Beam Diagnostics

Eight horizontal and eight vertical PUs are foreseen to
measure beam orbit. For beam intensity of 107 antiprotons
in the bunch a resolution of 0.2mm (which is similar to
AD) is expected.

An ultra low noise longitudinal Schottky PU which is a
part of low level RF system [3] will be used for beam
intensity measurements and for monitoring of
longitudinal cooling. Signals from two units (low
frequency and high frequency) are summed in an
amplifier with appropriate equalizers to ensure the wide
bandwidth required for intensity measurements. The
transverse emittances will be measured with scrapers and
scintillators.

Vacuum System

An ultra high vacuum of a few 10" Torr is required in
the ELENA ring. The achieved pressure will define beam
lifetime which is especially critical at low energies.
Ultimate electron cooling is limited by residual gas
scattering as well. To fit requirements vacuum chamber
will be fully bakeable and coated with NEGs. Ions pumps
will be installed in cooler section.

ELENA Main Parameters

The main machine parameters are given in Table 6. The
intensity limitation by space is calculated for bunched
beam at 100 keV right before extraction. The bunch
length is small at the end of bunch rotation and during
time needed for synchronization with ejection kicker,
typically a couple of hundred msec.

Table 6: Main parameters of ELENA

Energy range, MeV 53-0.1
Circumference, m 26.062
Emittances at 100 keV, ® mm mrad 5/5
Intensity limitation by space charge 1.1-10
Maximal incoherent tune shift 0.10
Bunch length at 100 keV, m / nsec 1.3/300

Expected cooling time at 100 keV, sec 1

Required vacuum* for Ae=0.51 mm 3107
mrad/sec, Torr

IBS blow up times for bunched beam* 1.1/-
(gx,=5m mm mrad, Ap/p=1 107), s 9.1/0.85

* No electron cooling is assumed

CONCLUSION

The AD is operating for physics since 2000 delivering
more than 3-10 antiprotons per shot every 100 seconds
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with emittances less than 1t mm mrad and bunch length
about 170 nsec. The deceleration efficiency is above 80%
due to good performance of stochastic and electron
cooling systems. The number of antipropons used for AD
physics could be increased in one to two orders of
magnitude with new small ring where further beam
deceleration down to 100 keV kinetic energy will be
performed together with beam cooling aimed on
preparation of antiproton beam with high phase space
density.
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PROGRESS OF HIGH-ENERGY ELECTRON COOLING FOR RHIC*
A. V. Fedotov" for the electron cooling team, BNL, Upton, NY 11973

Abstract

The fundamental questions about QCD which can be
directly answered at Relativistic Heavy lon Collider
(RHIC) call for large integrated luminosities. The major
goal of RHIC-II upgrade is to achieve a 10 fold increase
in luminosity of Au ions at the top energy of 100
GeV/nucleon. Such a boost in luminosity for RHIC-II is
achievable with implementation of high-energy electron
cooling. The design of the higher-energy cooler for RHIC
[1] recently adopted a non-magnetized approach which
requires a low temperature electron beam. Such electron
beams will be produced with a superconducting Energy
Recovery Linac (ERL). Detailed simulations of the
electron cooling process and numerical simulations of the
electron beam transport including the cooling section
were performed. An intensive R&D of various elements
of the design is presently underway. Here, we summarize
progress in these electron cooling efforts.

ELECTRON COOLING FOR RHIC-II

Research towards high-energy electron cooling of
RHIC includes simulations and benchmarking
experiments to establish with some precision the
performance of the cooler and development of hardware
for cost and risk reduction. Recent progress in intensive
R&D program was described in detail in numerous
contributions to the 2007 Particle Accelerator Conference.
An overview of these contributions is reported in Ref. [2].

The present performance of the RHIC collider with
heavy ions is limited by the process of Intra-Beam
Scattering (IBS) [3]. To achieve the required luminosities
for the future upgrade [4] of the RHIC complex (known
as RHIC-II) an electron cooling system was proposed [5].

The baseline of the heavy-ion program for RHIC-II is
operation with Au ions at total energy per beam of 100
GeV/nucleon. For such an operation, the electron cooling
should compensate IBS and provide an increase by about
factor of 10 in an average luminosity per store.

For RHIC-II operation with the polarized protons, the
electron cooling should assist in obtaining required initial
transverse and longitudinal emittances or prevent their
significant increase due to IBS. Although IBS is not as
severe for protons as for heavy ions, a proposed increase
in proton intensity for RHIC-II upgrade makes IBS an
important effect as well.

Although extensive studies of the magnetized cooling
approach for RHIC showed that such approach is feasible
[1], the baseline was recently changed to the non-
magnetized one [6, 7].

*Work supported by the U.S. Department of Energy
** Author e-mail: fedotov@bnl.gov
***http://www.bnl.gov/cad/ecooling

Electron cooling at RHIC using the non-magnetized
electron beam significantly simplifies the cooler design.
The generation and acceleration of the electron bunch
without longitudinal magnetic field allows us to reach a
low value of the emittance for the electron beam in the
cooling section. The cooling rate required for suppression
of the Intra-Beam Scattering (IBS) can be achieved with a
relatively small charge of the electron bunch ~ 5 nC.

Since non-magnetized cooling requires a low
temperature of the electrons, a possible problem which
one can encounter in cooling of heavy ions is a high
recombination rate of ions with the electrons. In the
present design, suppression of the ion recombination is
based on employing fields of a helical undulator in the
cooling section [8]. In the presence of undulator field,
electron trajectories have coherent azimuthal angle which
helps to suppress recombination.

To make sure that our representation of the friction
force is accurate, an undulator field was implemented in
the VORPAL code [9], and numerical simulations were
performed for different strength of the magnetic field B
and pitch period A [10]. In all simulated cases, it was
found that the friction force scales close to predictions
based on a modified logarithm [8, 11]. This confirmed our
expectations that with a modest reduction of the friction
force values one can introduce relatively large azimuthal
coherent velocity of electrons to suppress recombination
[12]. Details on VORPAL simulations about undulator
effects on the friction force can be found in Ref. [13].

In its 2006-2007 baseline (which presently undergoes
some changes) the proposed electron cooler uses a double
pass, superconducting ERL to generate the electron beam
with maximum energy of 54.3 MeV [14]. The cooling
power needed requires bunch charge of 5 nC with an
emittance smaller than 4 microns (rms, normalized) and a
repetition frequency of 9.38 MHz. The necessary
transverse and longitudinal electron beam brightness will
be generated by a superconducting 703.75 MHz laser
photocathode RF gun. To test the hardware and to explore
various beam dynamics questions a R&D ERL is
presently under construction at BNL with commissioning
being planned in early 2009 [15].

The electron cooler will be located at the 2 o’clock IR
of RHIC. There are various RHIC lattice modifications,
which result in sufficiently large space available for
cooling (up to 100 meters) [16]. The cooling section
includes modules of a helical undulator to combat
recombination of heavy ions with the electron beam, as
well as several pairs of solenoids to counteract space-
charge defocusing and control the rms angular spread
within electron beam to a required level [12].
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HARDWARE DEVELOPMENT

Electron beam needed for cooling will be delivered by
superconducting ERL [14]. The superconducting RF
(SRF) gun produces 5 nC electron beam with the exit
energy of 4.7 MeV. The beam then goes through injection
channel comes to SC RF Linac to be accelerated to 54.3
MeV. The 54.3 MeV beam is transported to RHIC for
cooling of ion beams in both rings, and then is returned
back to the ERL.

SRF ERL Cavity

A 5-cell ERL accelerating cavity at 703.75 MHz was
developed. The cavity and cryostat were fabricated by
Advanced Energy Systems (AES) [17]. It was processed
and tested at Jefferson Laboratory. The process yielded a
good performance with the cavity reaching 20 MV/m
acceleration, with a Q of 1x10' at a field of 19 MV/m
(starting from a low field Q of 4x10'%) [18]. This “single
mode” cavity has strong damping of all HOM through the
24 cm diameter beam pipe and 1 V/pC loss factor, thus it
is ideal for multi-ampere current ERLs.

SRF Gun

The production of a high bunch charge with low
emittance requires a high RF electric field at the cathode.
For CW operation, a SRF gun is most advantageous. One
and a half cell 4.7 MeV gun for RHIC-II high-energy
cooler is being designed. A half cell 2.5 MeV SRF gun is
under construction for the R&D ERL by BNL and AES
[15].

Diamond Amplified Photocathode

RHIC-II electron cooler requires 50-100mA of electron
beam current. For other future projects, currents more
than 100mA will be needed. The production of CW 100
mA to 1 ampere current with a long lifetime and low
thermal emittance is a challenge. The scheme used
combines a high Quantum Efficiency (QE) photocathode
with a diamond window, which also offers protection of
the gun and cathode from each other. The amplification
gain in the diamond results from the generation of a large
number of electron-hole pairs. In measurements, gains of
two orders of magnitude were achieved reproducibly, as
well as good theoretical understanding of the gain
dependence on the field using a plasma separation model
[19].

The thermal emittance is a very important characteristic
of cathodes. A lower thermal emittance cathode can lead
to a lower beam emittance. A diamond amplified
photocathode, being a negative electron affinity (NEA)
cathode, promises to deliver a very small thermal
emittance.

R&D ERL

A 20 MeV ERL is presently under construction at BNL.
It will serve as a test-bed for future RHIC projects,
including high-energy electron cooling [13]. The facility
is based on a half cell superconducting 2.5 MeV RF gun,
superconducting 5-cell RF accelerating cavity and about
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20m long return loop. The ERL is scheduled for
commissioning in early 2009 and will address many
outstanding questions relevant for high current, high
brightness ERLs.

COOLER DESIGN AND PARAMETERS

Design of the cooler, discussed in this paper, employs
large beta-functions (400 meters for ions and 500 meters
for electrons), the density of electron bunch was reduced
compared to initial estimates, which in turn reduced the
recombination rate. The parameters of undulator were set
for magnetic field of 10 G and a period of 8 cm,
corresponding to an effective temperature of 30 eV and
recombination lifetime of 166 hours.

To ensure good cooling performance a quality of the
electron beam should not suffer significantly as a result of
the electron beam transport in the ERL, merging of the
electron and ion beam, transport through the cooling
section and interactions with the ion beam.

A lattice of the ERL was designed using PARMELA to
provide electron beam parameters satisfying the RHIC
electron cooling requirements [20]. In addition, a multi-
parameter program was used for optimizing the injector
and the emittance of electron bunch [21].

Table 1: 2006-2007 design parameters of electron cooler
for RHIC-IL

Parameters Units Value
kinetic energy MeV 54.3
rf frequency MHz 703.75
bunch frequency MHz 9.38
bunch charge nC 5

rms emittance, um <4
normalized

rms momentum spread 3x10™
rms bunch length cm 0.8
rms beam radius in cooling | cm 0.4
section

cooling section length m 80

With the non-magnetized cooling approach, electron
angles in the cooling section should be comparable to the
angular spread of the ion beam being cooled. With ion
beam 95% normalized emittance of 15 pum and beta-
function in the cooling section of 400 m, the rms angular
spread of ion beam is 7.6 urad.

In the baseline cooling simulations with 5nC electron
beam we assumed “effective” rms angular spread of the
electrons of 8.6 prad, which, for example, corresponds to
the electron beam rms normalized emittance (thermal
contribution) of 4 pum if no other contributions to electron
angular spread are present. An emittance of 3 pum
(demonstrated in simulations [20, 21]) corresponds to rms
angular spread of 7.5 prad and allows to accommodate
additional contributions from other sources. To have a
minimum impact on cooling performance, the goal is to
constrain total contribution to the rms angular spread of
the electrons to about 10 prad.
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Beam current dependent effects such as space charge,
wake fields, CSR and trapped ions may reduce electron
beam quality. The defocusing effect of space charge at the
cooling section led to implementation of compensating
weak solenoids in the cooling section design. Summary of
these effects and their impact on cooler design are given
in Ref. [22].

The stability of the circulating ion beam in the presence
of electrons due to two stream instabilities of various
modes or due to the reduction of the Landau damping due
to longitudinal cooling of the momentum spread of ions
was studied. Simulations and theoretical estimates were
performed to calculate the thresholds of the instabilities
caused by these effects [23]. No problems were found
given the present baseline parameters of the cooler.

Parameters of electron cooler which were used in
simulations reported in this paper are given in Table 1.

COOLING PERFORMANCE

For heavy ions, electron cooling will provide both
longitudinal and transverse cooling at the top energy of
100 GeV/nucleon. Electron cooling is more effective for
particles in the core of the distribution, while stochastic
cooling works best for large-amplitude particles. As a
result, when fully implemented, both systems will work
together to produce a significant boost in luminosity. The
ultimate limitation in peak luminosity comes from the
beam-beam limit. The ion intensity is currently also
limited by instabilities at transition.

For protons, the goal of electron cooling is to produce
required initial transverse and longitudinal emittances for
high-intensity proton beam with 2x10'" particles per
bunch mostly by pre-cooling at energy of about 30 GeV.
Presently, no direct cooling at the top energy of 250 GeV
is being planned, although various schemes are under
investigation.

Baseline luminosities for the RHIC-II upgrade with
electron cooling are summarized in Table 2 for Au ions
and polarized protons. In addition, electron cooling can
provide effective cooling for higher intensities of Au ions
as well as for other ion species.

Table 2: Baseline RHIC-II parameters and luminosities.

Parameters Units pt Au
total beam energy GeV/n 250 100
95%  normalized | um 15 15
emittance

rms bunch length, | cm 16 20
initial

ions/bunch 10° 200 1

no of bunches 111 111

B* m 0.5 0.5
peak luminosity em’s” 6x10* 10x10%
average luminosity | cm™s™ 4x10° 710"

MOM2I03

An accurate estimate of the cooling times for high-
energy cooling requires detailed calculation of the cooling
process, which takes place simultaneously with various
diffusive mechanisms. This task becomes even more
challenging when cooling is performed directly at a
collision energy which puts special demands on the
description of the beam distribution function under
cooling [7].

Cooling dynamics simulations for RHIC-II presented in
this paper were performed using the BETACOOL code
[24]. The effects typically included in the simulations are
electron cooling, IBS, particle loss in collisions (burn-up),
loss from the rf bucket and recombination. An example of
such a simulation with all effects being included is shown
in Fig. 1.

The simulated luminosity performance in Fig. 1 is
based on an electron bunch with 5nC charge and 4 pm
“effective” emittance. An exact value for the average
luminosity during the store may vary depending on the
scheme used during the cooling. For example, an rms
length of electron bunch is about 1 cm while rms length of
an ion bunch is 20 cm. In order not to overcool the core
and produce even cooling for particles at various
amplitudes the electron bunch is being swept through the
length of the ion bunch. An average luminosity per store
will depend on how this sweeping is implemented. A
detailed description can be found in a “RHIC-II
Feasibility Study (2007)” document [1].
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Figure 1: Electron cooling simulation of Au-Au

luminosity: ion bunch intensity 1x10°, 111 bunches; using
single electron bunch per ion bunch. Average luminosity
in 4 hour store is 710 cm™s™.

The present design of electron cooling system (703.75
MHz) allows to have 2 electron bunches spaced by 0.4 m
to be used simultaneously for the cooling of a single ion
bunch. Such an approach allows us to apply shaping of
the longitudinal distribution of the ions, thus avoiding
long tails which are detrimental to the detector’s
operation. In addition, with 2 electron bunches (5nC
charge each), ion bunches of higher intensity, than
presently used in operation, can be cooled as well. This
will allow future luminosity improvement of the complex.
The present limit on bunch intensity comes from an
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instability at transition limiting an average beam current
per ring and resulting in about 1.1x10° ions per bunch
with 111 bunches. Several measures are being planned
which should help to elevate this limit. Figure 3 shows
simulations of luminosity with and without electron
cooling for bunch intensity of 2x10° and 111 bunches
(which is a factor of 2 above an average beam current
presently achieved in RHIC). The store time is limited by
the burn-off of particles in collisions. In Fig. 2 an average
sim;ﬂa}ed luminosity of Au ions in 3 hour store is 2x10*
cm” s,
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Figure 2: Simulation of Au-Au luminosity for ion bunch
intensity 2x10° and 111 bunches using two 5nC electron
bunches per single ion bunch with (blue top curve) and
without (red bottom curve) electron cooling, taking
B*=0.5 m and 1 m, respectively.

For the present RHIC operation without electron
cooling, the B* is limited to about 1 meter (or slightly
less) due to the fact that the emittance is increased during
the store by a factor of 2 because of the IBS. Further
reduction of the B* with such an increase of emittance
would lead to a significant angular spread and beam loss.
On the other hand, keeping rms emittance constant (by
cooling), allows us to start a store cycle with smaller
values of the B*.

An additional benefit comes from the longitudinal
cooling which prevents bunch length from growing and
beam loss from the bucket (as shown in Fig. 3). Also, it
maximizes the useful interaction region in the detector.
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Figure 3: Simulated bunch length for ion bunch intensity
2x10° using two 5nC electron bunches with (blue bottom
curve) and without (red upper curve) electron cooling.
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Cooling of Various lon Species

For Au-Au collisions at 100 GeV/nucleon with electron
cooling, the store time is limited due to a rapid ion “burn-
off” in the IP (large cross section from dissociation and
bound electron-positron pair production). However, for
other ion species, for which the cross section of such a
“burn-off” process is small, longer stores can be tolerated.
For example, Fig. 4 shows the luminosity performance for
Cu-Cu collisions.
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Figure 4: Cu-Cu luminosity for ion bunch intensity 8x10°
and 111 bunches. Average luminosity in 4 hour store
4.6x10% and 0.8x10%° cm™s™ with (upper blue curve) and
without (low red curve) electron cooling, respectively.

For protons, in addition to pre-cooling at low energy,
the present cooling system can be effectively applied to
proton collisions at 100 GeV (see Fig. 5). At 100 GeV
electron cooling can maintain the transverse emittance of
protons, as well as keep rms bunch length to about 20 cm.
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Figure 5: p-p luminosity at 100 GeV for ion bunch
intensity 2x10'" and 111 bunches, using two 5nC electron
bunches. With (upper blue curve) and without (low red
curve) electron cooling, respectively.

Cooling at Various Collision Energies

Fast cooling at low energies also makes such energies
attractive for collisions, which is under consideration for
RHIC-II and eRHIC [25] However, rapid cooling of the
beam core can lead to problems with a large beam-beam
parameter. To keep the beam-beam parameter at an
acceptable level, one can vary parameters of the electron
beam dynamically during the cooling process.
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Pre-cooling at Low Energy

Pre-cooling at low energy may be very attractive. This
is due to the fact that cooling is much faster at lower
energy as well as charge of the electron beam needed is
smaller. Also, such a pre-cooling at low energy allows
effective cooling of protons which is needed to achieve
RHIC-II parameters. Pre-cooling at low energy is required
to achieve present design parameters of linac-ring eRHIC
collider [25]. Such pre-cooling was studied at 25 GeV/n,
and cooling performance found was satisfactory.

PRESENT DEVELOPMENTS

The electron cooler for RHIC-II with parameters in
Table 1 was carefully studied over the last two years. A
detailed cost estimate of such a cooler was also
performed. Presently, work is underway on various
modifications of the cooler, such as relocation of ERL
inside the RHIC tunnel and employing existing straight
section in RHIC without its modification. Such changes
promise significant reduction in the cost of the RHIC-II
cooler. Preliminary evaluation of the new design
parameters show that cooler can deliver the same
performance as the one presented in this report.

In addition, the work has been started on a feasibility
study of coherent electron cooling [26] for RHIC. This
approach promises very good cooling performance at high
energies [27].

SUMMARY

A significant progress has been made in the R&D
towards high energy electron cooling of RHIC. Much of
recent progress was reported in the proceedings of 2007
Particle Accelerator Conference. The feasibility of
electron cooling of RHIC for a significant luminosity
increase has been established and extensive R&D is being
carried out on accelerator components and techniques.
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COOLING SIMULATIONS WITH THE BETACOOL CODE
A. Sidorin, JINR, Dubna, Russia

Abstract

The BETACOOL program developed by the JINR
electron cooling group is a kit of algorithms based on a
common format of input and output files. The general
goal of the program is to simulate long term processes (in
comparison with the ion revolution period) leading to a
variation of the ion distribution function in six
dimensional phase space. The BETACOOL program
includes three algorithms for the simulation of the beam
dynamics and takes into account the following processes:
electron cooling, intrabeam scattering, ion scattering on
residual gas atoms, interaction of the ion beam with an
internal target and some others.

INTRODUCTION

The goal of the first version of the Betacool program [1]
was to investigate the electron cooling process using
formulae for the friction force derived in [2]. Presently
the program is a kit of algorithms allowing to simulate
long term processes (in comparison with the ion
revolution period) leading to the variation of the ion
distribution function in six dimensional phase space.

Evolution of the second order momenta of the ion
distribution function is realized in the so called “rms
dynamics” algorithm based on the assumption of a
Gaussian shape of the distribution. Here all heating and
cooling effects are characterized by rates of variation of
the emittances or of particle loss.

The investigation of the beam dynamics at arbitrary
shape of the distribution is performed using multi-particle
simulation in the frame of the Model Beam algorithm. In
this algorithm the ion beam is represented by an array of
model particles. The heating and cooling processes
involved in the simulations lead to a change of the
components of the particle momentum and of the particle
number.

During the last years the program was used for simula-
tions of ion beam dynamics in the following fields of a
cooling application:

- luminosity preservation in ion-ion colliders:

RHIC-II (BNL), PAX (FZJ), NICA (JINR),

- simulations of experiments with internal pellet target:
PANDA (GSI, FZJ), WASA at COSY (FZ)),

- benchmarking of IBS and electron cooling models:
CELSIUS (TSL), RHIC (BNL), Recycler (FNAL),
Erlangen University, TechX,

- beam ordering investigations:

S-LSR (Kyoto University), COSY (FZJ), NAP-M

(BINP), ESR (GSI),

- simulations of cooling-stacking process:

LEIR (CERN), HIRFL-CSR (Lanzhou).
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In this report a brief description of a few basic Betacool
algorithms is presented.

PHASE DIAGRAMS

Usually a design of a cooling system is started from an
estimation of the cooling rate required for reaching
equilibrium at the necessary value of the beam emittance.
By definition, the cooling (heating) rate is equal to
1_1de (1)
T edt
and in the general case it is a function of the beam phase
volume and intensity. Here ¢ are the horizontal, vertical or
longitudinal emittances. An equilibrium between heating
and cooling processes corresponds to a vanishing sum of
the rates:

s oo @)

it

The index j is the number of processes involved in the
calculations. Equations (2), written for each degree of
freedom, form a system of non-linear algebraic equations
describing the equilibrium emittance of the beam. For the
solution of such systems the phase diagram method was
developed in the Betacool program. In a phase diagram
the sum of the rates is plotted as a function of the beam
emittance (assuming that the horizontal emittance is equal
to vertical one) and of the momentum spread. The
crossing of the lines of vanishing sum of the rates at the
phase diagrams for all three degrees of freedom
corresponds to an expected equilibrium beam parameters.
An analysis of the phase diagrams permits to predict some
peculiarities of the cooling process without simulation of
its dynamics. For example, the efficiency of this method
was demonstrated in the simulations of the beam ordering
process [4].

Calculation of the characteristic times is also the basis
of RMS dynamics algorithm.

RMS DYNAMICS

The physical model used in the rms dynamics
simulations is based on the following general
assumptions:

1) the ion beam has a Gaussian distribution over all
degrees of freedom and does not change during the
process.

2) the algorithm for the analysis of the problem is
considered as a solution of the equations for the rms
values of the beam phase space volumes of three degrees
of freedom.

3) the maxima of all the distribution functions coincide
with the equilibrium orbit.
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The evolution of the ion beam parameters during the
motion in the storage ring is described by the following
system of four differential equations:

1
a1
dt J Tl[fe;
d
L _ g ZL,
dt Jj Th,j (3)
d
&y _ gvzi’
dt J Ty
de,, 1
lon. lonz ’
dt J z.l()n,j

where N is the particle number, &, &, &,, are root mean
square values of horizontal, vertical and longitudinal
beam emittance, respectively. The characteristic times are
functions of all three emittances and of the particle
number and have positive sign for a heating process and
negative for cooling. A negative sign of a lifetime
corresponds to particle loss and the sign of the lifetime
can be positive in the presence of particle injection, when
the particle number increases. The structure of the
algorithm is designed in such a way as to allow for
including any process into calculation which can be
described by cooling or heating rates. Numerical solution
of the system (3) is performed using the Euler method
with automatic step variation. Results of the simulation
are the dependences on time of the emittance and particle
number.

The time step in the integration of the system (3) is
determined by the characteristic times of the investigated
effects and the speed of the calculation can be very fast.
However, in some cases the basic physical model cannot
provide a realistic simulation mainly due to the basic
assumption of a Gaussian shape of the ion distribution
function. This assumption is more or less realistic in an
equilibrium state of the ion beam when the equilibrium is
determined by many processes of stochastic nature. If
there does not exist an equilibrium due to fast particle
loss or in the initial stage of the beam cooling, the ion
distribution function can be far from Gaussian. The same
situation takes place in an experiment with internal targets
which dimensions are not comparable with the ion beam
dimensions. Neither can be calculated in the framework
of this model correctly ionization energy losses of the ion
beam in the target.

MODEL BEAM ALGORITHM

An investigation of the ion beam dynamics with an
arbitrary shape of the distribution function is performed
using multi-particle simulation in the frame of the Model
Beam algorithm. In this algorithm the ion beam is
presented by an array of modeling particles. Heating and
cooling processes involved in the simulations lead to a
change of the particle momentum components and of the
particle number, which is calculated in accordance with
the time step of the dynamical simulation. Each effect is
located at some position of the ring characterized by the
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ring lattice functions. Transformation of the beam inside
the ring is provided using a linear matrix with a random
phase advance between the different objects. The results
of the simulations can be presented both in form of a
beam profile evolution in time or as time dependencies of
the beam emittance and the particle number.

The Model Beam algorithm is based on the solution of
the Langevin equation in momentum space that is realized
in the Betacool program using the Euler method at fixed
integration step. Action of some physical processes (IBS,
scattering on gas etc.) results in a regular and (or)
stochastic variation of the model particle momentum
components. The momentum variation after the
integration step of At is calculated in accordance with the
following equation,

3

AP, = FAt+-At Y C, &> S
j=1

where | = x, y, s are the horizontal, vertical and

longitudinal co-ordinates, F; are the components of the
friction (or leading) term, & are three Gaussian random
numbers with unit dispersion. The coefficients C;; have to
be calculated from the components of the diffusion tensor.
In the Betacool program the component of the particle
momentum are chosen to be (px /p,p, /p,Ap/p).

In the general case that the components of the diffusion
tensor form a diagonal symmetric matrix,

Dx,x Dx,y Dx,z
Dty Dvy sz i (5)
D D D

X,z v,z 2,z
and depending on the process some of them can be equal
to zero. In the presence of diffusion the mean values of
the variation of the components of the momentum can be
expressed via components of the diffusion tensor in
accordance with the definition,

<"(PP)> D, (©)
dt 7

where triangular brackets mean averaging over the
particles. From these expressions one can deduce the
values of the coefficients C;;. They have to satisfy the
following system of equations:

3
>.CCou=D,, (7
k=1
This system has an infinite number of solutions but it can
be simplified when the diffusion tensor has zero
components. For example for a diagonal diffusion tensor
(this corresponds to the case when the variations of
momentum components do not correlate with each other)
the simplest solution is:

Cx,l = Dx,x ’ Cy,z = A Dy,y ’Cz,3 :’\/Dz,z ’

all other coefficients are equal to zero.

The Fokker-Plank approach (which is the physical basis
of the Model Beam algorithm) allows for providing a
uniform treatment of most of the heating and cooling
effects, such as electron and stochastic cooling,
interaction with residual gas and internal gas target,
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intrabeam scattering process, heating due to noise of
magnetic system power supply and others. However,
when an accurate calculation of the distribution tail width
and intensity is necessary one needs to provide direct
simulations of the scattering processes. A more important
example of such a situation is the simulation of an
experiment with an internal pellet target.

SIMULATION OF PELLET TARGETS

When a beam interacts with an internal pellet target
each particle crosses the pellet once during a few
thousands of revolutions in the ring. In this case each
crossing can be simulated directly. In order to simulate
the variation of the components of the ion momentum the
program calculates expectation values of the numbers of
elementary events after a single crossing of the target, i.e.
the numbers of ionizations of the target atoms and number
of scattering on the nuclei. The actual numbers of the
events is assumed to be distributed around its expectation
values in accordance with Poisson law. In each
elementary event the momentum variation is calculated as
a random number distributed in accordance with
corresponding law.

This algorithm can be illustrated on the example of the
simulation of the ionization energy loss The variation of
the longitudinal momentum component is caused mainly
by the ionization energy loss distributed according to the
function:

(E, + 1) 1

E)=max T - ®)
g(E) R

The macroscopic cross-section for ionization is

2 — AE‘BB Emax . (9)

Ax I(E,,, +1)1n(E'“a}+IJ

E ..« 1s the maximum transferable energy:
2m 2 B 2 v 2

— e >

Emax 2
m, m,
+

with m, being the electron mass and M the projectile
mass. [ is the mean excitation energy that can be
estimated as [ =16-Z" eV, AEgg is the mean energy

(10)

loss after crossing the target calculated in accordance with
the Bethe-Bloch equation and Ax is the target thickness.
The number of ionization events n after single crossing
the target is

n=2xAx.

The energy loss due to ionization is calculated as

(11)

(12)
— |- h§

n is the integer number sampled from the Poisson
distribution, & are random numbers uniformly distributed

in0tol, h:i.
E_+1

max
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The deviation of the longitudinal component of the
particle momentum is calculated as:

s __ 7 AE . , (13)
p l+y AE

where E is the particle kinetic energy per nucleon, A is

the particle atomic number. The expectation of the energy

loss AEpg is calculated in accordance with the equation:
ALy, _ KZJIPIHW_ 5 }
PAx A, B° I’

where p is the target density, Zp and Z; are the charge

numbers of the projectile and target atoms, respectively,

Ar is the target atomic number, Jis the density correction

factor. K is a constant determined by the following
expression:

K _4nN r’mc’
A A

r. is the electron classic radius and Ny, is the Avogadro

number.

=0.307075 MeV-g"-cm?,

HIERARCHY OF IBS MODELS

Another physical task requiring direct simulation of a
scattering process is the investigation of the beam
ordering process. For this goal the simulation of the IBS
process through Coulomb interaction between particles
was realized in the tracking algorithm in the Betacool
program. The Fokker-Plank approach is used in local and
simplified kinetic models of the IBS process. To speed up
the calculation a few detailed models of the IBS based on
analytical expressions for the diffusion power were
developed. In this chapter a brief description of the IBS
simulation methods is presented.

Tracking Algorithm

A tracking algorithm is used for the simulation of the
IBS process through Coulomb interaction between ions.
One of the goals of this algorithm development is to
simulate a formation of a crystalline state of the ion beam.
In the crystalline state of the ion beam the IBS process
cannot be treated in the frame of analytical models which
are based on the assumption of Gaussian shape of the ion
distribution function. To speed up the calculations in the
tracking algorithm the IBS simulations are performed
using Molecular Dynamics technique. In this case the
equations of motion are solved for a small number of
particles located inside a short cell. The influence of all
other particles is taken into account through periodic
boundary conditions in the longitudinal direction for the
particle distribution function and use of Ewald's sum for
the calculation of Coulomb forces. Therefore, this
algorithm can be used for coasting beams only.

In the frame of the tracking algorithm the equations of
motion of the particles are integrated in the real structure
of the ring. The ring structure is imported from an input
MAD file. Each cooling or heating effect involved in the
calculations together with IBS is located in some optic
element. Calculation of the variation of the particle
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coordinates due to the action of an object is provided
using the map of this object. The position of the object in
the ring is described in the input MAD file using special
markers.

Local Model of IBS and Electron Cooling

Calculation of the friction force and diffusion tensor
components related with the problem of Coulomb
scattering of a test particle of a mass m, and velocity
V proceeds in an array of N, field particles of mass m;,
and velocities v,. The solution of this problem is well

known from plasma physics. For a given distribution
function f{v) of the field particles in velocity space the
friction force is equal to

dme*Z} 7
F:_ S jln max E}f(v)d3v

m f m t p min U
m,+m,

and the components of the diffusion tensor are

2

Da,ﬁ _ 47zne4ZIZZ;J‘ln(pma" ] U 5Q,Z3UaUﬂ f(v)dv .
Here a, = x, y, s, the angular brackets mean averaging
over the field particles, Z, Z; are the charge numbers of
the test and field particle, n is the mean local density of
the field particles and U =V —v is the relative velocity
of the test and field particle. The minimum and maximum
impact parameters are determined as in the simulation of
electron cooling.

For a particle array the distribution function of the field
particles in the velocity space is given as a series of O -
functions:

1 Nipe
W)= 2ol -v,)
N loc j=1
The minimum impact
logarithm is calculated as

ZZ e 1
m,m

pmin = 2 ’
7 ‘V—V/.‘
mf+m,

The value of the dynamic shielding radius required for the
maximum impact parameter determination is calculated
using the rms velocity spread of the field particles.

The algorithm described above can be used for IBS as
well as for electron cooling simulations. In the case of
electron cooling simulation the test particle is the ion and
the field particles are the electrons. In the case of IBS the
test and the field particles are the same ions. For IBS
simulation the friction and diffusion components have to
be calculated in each optic element of the ring. Therefore
the algorithm is very slow and it is suited only for large
computers.

Simplified Kinetic Model

To speed up the calculations a simplified kinetic model
of the IBS process was proposed in [5]. It is based on the
assumption that the friction force is proportional to the

min

parameter in the Coulomb
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particle momentum and to the diffusion constant. The
friction and diffusion components can be calculated in
accordance with one of the analytical IBS models. In the
Betacool program the kinetic model was realized for the
ring optical structure with non-zero vertical dispersion in
accordance with [6].

Detailed Models

The analytical models are used as a basis for a few
detailed models of the IBS process realized in the
Betacool program. In Burov’s model [7] the diffusion
power for each ion is calculated as a function of its action
variables. In the “core-tail” models the diffusion is
calculated separately for the particles from a dense core of
the distribution function and from low intensive tails.

Analytical Models for IBS Growth Time
Calculation

For the calculation of the IBS growth rates a few
analytical models are available in the Betacool program.
Their description can be found in [8].

ELECTRON COOLING SIMULATION

In order to solve all the problems related with the
simulation of the electron cooling process a hierarchy of
objects was developed in the BETACOOL program. The
cooling simulation is based on a friction force calculation
in the particle rest frame. The friction force can be
calculated in accordance with one of the analytical
models from a library or by using results of numerical
calculations imported from an external file. The next layer
of the simulation is related with a cooler representation as
a map, transforming particle coordinates from entrance to
exit of the cooling section and calculating the ion loss
probability due to recombination with electrons.
Calculation of the cooler map is based on a model of the
electron beam that provides transformation of the ion
velocity to the frame related with the electron beam and
takes into account the real geometry of the cooler. The
main models of the electron beam used in the Betacool
program and a description of the friction force formulae
are given in [8]. The cooler model takes into account the
variation of the magnetic field in the cooling section. For
this purpose the coordinates of the electron beam
trajectory inside cooling section are input from an
additional file and the equations of motion of the ions are
solved numerically inside the cooler.

The map of the cooler can be used directly in the frame
of the Molecular Dynamics algorithm or in other tracking
procedures. On the basis of the map one can calculate the
kick of the ion momentum after crossing the cooling
section that is necessary for the simulation of the ion
distribution evolution in the frame of the Model Beam
algorithm. The map of the cooler is also used for the
calculation of the cooling rate that is necessary for the
simulation of the rms dynamics. The calculation of the
cooling rate can be performed using two different models
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of the ion beam, either the cooling rates for “rms” particle
dynamics or for the ion beam with Gaussian distributions
in all degrees of freedom.
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Abstract

Recently, two longitudinal beam compression schemes
have been successfully tested in the Experimental Storage
Ring (ESR) at GSI with a beam of bare Ar ions at 65 MeV/u
injected from the synchrotron SIS. The first employs Bar-
rier Bucket pulses, the second makes use of multiple in-
jections around the unstable fixed point of a sinusoidal rf
bucket at h=1. In both cases, continuous application of
electron cooling maintains the stack and merges it with
the freshly injected beam. These experiments provide the
proof of principle for the planned fast stacking of Rare Iso-
tope Beams (RIBs) in the New Experimental Storage Ring
(NESR) of the FAIR project.

INTRODUCTION

In order to reach the high intensity of RIBs required by
the internal experiments in the NESR [1, 2] and in partic-
ular by the electron-ion collider [3], it is planned to stack
the RIBs longitudinally at injection energy i.e. in the range
100-740 MeV/u [4]. The stacking will be supported by
electron cooling. A stacking cycle time, i.e. the time be-
tween 2 successive injections, below 2 s would be optimal
because of the short RIB lifetimes and in order to profit
from the planned cycle time of 1.5 s of SIS100, where the
primary heavy ion beam is accelerated. In this frame, two
options of longitudinal beam accumulation have been in-
vestigated by beam dynamics simulations and by experi-
ments in the existing ESR at GSI.

The first option uses a broadband Barrier Bucket (BB)
rf system. Dedicated beam dynamics simulations [5] show
that a maximum voltage of 2 kV is sufficient to compress
cooled beams in the NESR. The stacking cycle time could
be about 2 s, provided that the quality of the injected pre-
cooled beam from the CR/RESR complex [2] allows cool-
ing times below 1 s in the NESR. This is demonstrated in
Fig. 1. At t=0 a bunch is injected between the BB sine
pulses of 100 ns period. The injected beam debunches be-
cause the voltage is not sufficient to capture the particles.
The BB pulses are decreased and switched off at t=0.2 s,
while the beam is being continuously cooled. For the in-
jected beam, an initial emittance of 0.5 7 mm mrad and
energy spread of 1.5 MeV/u was assumed. They corre-
spond to the 20 design values for the pre-cooled beam
in CR with an additional 30% increase of the longitudi-
nal emittance due to diffusion processes during the transfer
through the RESR to the NESR. Parkhomchuk’s formula

* Work supported by EU FAIR Design Study COOLSB11

[6] is used for the cooling rate, for an electron beam den-
sity of 3.2 x 10® cm ™3, a magnetic field strength of 0.2 T in
the cooling section and an effective electron velocity corre-
sponding to magnetic field errors of 5x 10~°. The resulting
cooling time is about 0.8 s. Then, the BB pulses are adi-
abatically introduced into the beam and increased to 2 kV.
One stays stationary while the other is shifted in phase to
compress the cooled beam. At t=2 s a new bunch is in-
jected.

The second option uses a h=1 rf system for bunching of
the circulating beam and injection of a new bunch onto the
unstable fixed point in longitudinal phase space [7]. The rf
voltage is raised adiabatically so as to confine the bunch in
a small fraction of the ring circumference. A new bunch is
injected onto the free part of the circumference. Then the
voltage is decreased (rather non-adiabatically in order to
avoid dilution of the new bunch) to let the beam debunch.

In both schemes, continuous application of electron
cooling (i) counteracts heating of the stack during the rf
compression and (ii) merges the stack with the freshly in-
jected bunch. The required rf voltages for the longitudi-
nal beam compression are moderate since the momentum
spread of the cooled stack is small (of the order of 10~%
or better). The cooled stack is repeatedly subjected to the
same procedure until an equilibrium between beam losses
and injection rate is reached.

EXPERIMENTAL PROCEDURE

Both stacking options have been tested in the ESR [8]
under the same conditions. The experiments were per-
formed with a “°Ar'8+ beam at 65.3 MeV/u injected from
the synchrotron SIS. The SIS and ESR rf systems were syn-
chronised to operate at f,. ;=983 kHz, at h=2 and h=1, re-
spectively, since the SIS has the double circumference of
the ESR. One of the two bunches in SIS is fast extracted
to the ESR. The bunches in SIS, measured with a sum
pickup, had a FWHM between 300-350 ns. The ESR injec-
tion kicker pulse was typically 500 ns long (100 ns rise/fall
time, 300 ns flat top). It was not straightforward to fur-
ther reduce the kicker pulse length during the experiment,
which restricted the flexibility in the longitudinal manipu-
lation during the stacking with BB. In the case of stacking
with the sinusoidal rf at h=1, a longer kicker pulse could in
principle have been advantageous to reach higher injection
efficiency. However, as it will be explained below, the ex-
perimental results indicate that the synchronisation of the
kicker with the rf pulse at h=1 was not perfect and, as a
consequence, losses occurred during stacking.
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Figure 1: Accumulation of the 740 MeV/u '32Sn°°+ beam (0.9 us revolution period) in the NESR by Barrier Buckets
and electron cooling. Solid lines: barrier voltage; Dots: particle distribution in the longitudinal phase space. Top left to
bottom right: beam injection, debunching, cooling, application of the BB pulses, compression of the stack by moving one

barrier, new injection into the gap between the barriers.

Measurements of the horizontal beam profile with the
rest gas monitor and of the momentum spread with the lon-
gitudinal Schottky pickup showed that the injected beam
was cooled down to the equilibrium within about 13 s, for
operation of the ESR electron cooler [9] with an electron
beam density of 3 x 105%cm ™3 (0.1 A, 2.5 cm beam radius)
and a magnetic field strength of 0.07 T in the cooling sec-
tion.

At the equilibrium between the applied electron cool-
ing and Intra Beam Scattering (IBS), the horizontal emit-
tance and momentum spread of the stored coasting beam
were measured with the rest gas beam profile monitor and
the longitudinal Schottky pickup, respectively. They were
found to scale with the particle number N; for coasting
beam- more generally with the beam linear density N;/B,
where B = Tyynch(stack) /Tyey is the bunching factor- and
cooling current I, as

(Ap/p)equil ~ (Ni/B)o'?)GIe_o'g

(eh,v)equil ~ (Ni/B)O.41[;0.3

ey
)

in accordance with the results of previous systematic exper-
imental studies in the ESR [10]. For 108 ions and 7,=0.1 A,
(Ap/p)equil=10’4, (€n)equi=1 ™ mm mrad (20 values).
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The revolution period in the ESR was T..,=1.017 us,
i.e. sufficiently long to allow stacking with the sine-shaped
BB pulses of T'5=200 ns period provided from the BB cav-
ity. The maximum height (in momentum spread) of the rf
barrier d 5 is given by the usual formula for a sinusoidal rf

pulse
e — 2QeV, s
B WﬂzﬁhEo,tot

where Ep tot = yAm,c? is the total energy (m,,c?=931.5
MeV is the nucleon mass) and @ the charge state of the
ion. The height §p is defined so that the maximum height
of the separatrix is at Ap/p = +dp. For the BB pulses
of period T a “harmonic” number h = T}, /Tp = 5 is
defined. Hence, at the same voltage the confining potential
of the BB system is v/5 lower than for the h=1 rf.

For both methods, the increase of beam intensity in the
ESR during the stacking was measured with the dc beam
current transformer. An example is shown in Fig. 3. The
corresponding accumulation efficiency curves i.e. the in-
crement of the ESR beam current per injected shot are also
shown. A beam current of 0.3 mA corresponds to 10%
40 Art8+ jons at 65.3 MeV/u in the ESR.

3)
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Figure 2: Longitudinal beam accumulation with Barrier Bucket pulses and electron cooling. Signal (arbitrary units)
registered in the ESR beam position monitor. Colour code (dark blue to orange): zero to high beam signal. One frame
was recorded every 200 revolutions for a total time of 1.5 s. The stacking cycle was 9 s and the electron beam current in
the cooler 0.1 A. The period of the barrier pulses was 200 ns. Left: BB voltage=120 V; Right: BB Voltage=20 V.

STACKING WITH BARRIER BUCKETS

Fig. 2 shows the “°Ar'®+ beam signal measured in the
ESR pickup during the stacking with BB and illustrates
the experimental procedure, which was similar to the one
in Fig. 1. For 120 V BB voltage, the stack and the in-
jected bunch are well separated at the instant of the new
injection (t~1.2 s), whereas the lower voltage of 20 V
is not sufficient to confine the stack particles with high
momentum spread. The barrier pulse moves in phase by
400 ns (141.6°) within 0.5 s i.e. with a rate of 8 x 10~
much slower than the synchrotron motion rate Af/f =
nAp/p ~ Tx107° of the cooled stack with Ap/p ~ 1074,
The saturated value Iggpr of the stacked beam intensity in
the ESR was measured with the current transformer for dif-
ferent parameters of the rf system (voltage, T'’5) and elec-
tron currents. As expected, /g s increases with increasing
available rf bucket height d 5 and cooling strength. In a fur-
ther analysis, the momentum spread of the stacked beam
at equilibrium between cooling and IBS can be estimated
by applying the measured scaling law of Eq. 1, where IV,
is now the measured saturated stack intenstity and taking
into account the bunching factor B = Tstqck/Tren. The
distribution of the stack measured in the pickup (see also
Fig. 2) was uniform with a length (including 75% of the
distribution) T’st4.£=400 ns, 300 ns for pulses of T5=200
ns, 300 ns, respectively. The resulting Ap/p of the sat-
urated stack is plotted in Fig. 4 versus dp , for different
I.. For the largest 5 and strong cooling the accumulated
beam intensity was limited due to the onset of observed
coherent transverse instabilities. Comparison of the exper-
imental results with beam dynamics simulations is given in

[5].

STACKING WITH THE HARMONIC H=1

Stacking by multiple injections on the unstable fixed
point of the sinosoidal tf at h=1 was investigated experi-
mentally in a similar way: The cooled coasting beam is

N
=}

Stacking ath=1:V =120 V, f = 1 MHz, | =0.1 A
(injected current varied within 30%)
51

0.5+

Stacked ESR current (mA)
P

Stacking with Barrier Buckets:
V =120V, f =5MHz, 1 =0.1 A

0.0 - ————+
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Accumulation efficiency
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Figure 3: Experimental demonstration of the two proposed
longitudinal accumulation methods with an 4°Ar'®+ beam
at 65.3 MeV/u in the ESR. The stacking cycle was 9 s, the
electron cooling current 0.1 A. Because of the different rf
frequency, for the same voltage, stacking at h=1 offers v/5
stronger confinement than with BB. Variations of the in-
jected current are due to source current variations.

bunched adiabatically within 0.25 s. Then, the new beam
is injected. The rf voltage is switched off within 1 ms af-
ter injection to allow fast debunching and merging of the
bunch with the stack for cooling. The energy of the elec-
tron cooler was finely adjusted to the energy of the syn-
chronous particle in the rf bucket by minimising the bunch
length measured with the pickup.

Surprisingly, as shown in Fig. 5, the dependence of the
accumulated intensity on I, is very slight, in contrast to
the results for the BB stacking. At saturation intensity, the

23



MOM2CO05

3.0x10% " : :

= | =0.1A
e |=03A
4 1=05A ]

2.5x10%-

2.0x10™%F L7 1

1.5x10% .7 ®e 1

Equilibrium Ap/p (2 o) of stack
for the measured saturation intensity

1.0x10%= ; ; ;
1.0x10™ 1.5x10™ 2.0x10* 2.5x10"

Available RF bucket height 5,

3.0x10"*

Figure 4: Longitudinal beam accumulation with Barrier
Bucket pulses and electron cooling. Momentum spread of
the accumulated *°Ar'®+ beam in comparison with the rf
bucket height for different electron cooling currents.

stacked bunch length was measured in the pickup and the
corresponding Ap/p was calculated from the rf bucket for-
mula:

Ot _ 5277E0,tot %
Trev 277th‘/7”)‘ p

“)

It is compared in Fig. 5 with dp for the corresponding rf
voltage. Within the pickup resolution (10 ns), the bunch
length was found to be independent on /.. The conclusion
is that at saturation intensity the stacked bunch occupied
about 20% of the ring circumference and filled essentially
50-60% of the momentum acceptance of the rf bucket at
h=1, for all applied voltages in the range 30-120 V.

The results in Fig. 3 suggest that the injection efficiency
was not optimal. In particular, from the relative phase of
the stacked bunch with respect to the freshly injected bunch
as measured in the pickup, it follows that the kicker pulse
overlapped in time with the tail of the stack, so that stack
particles were lost at every new injection. In other words,
the new bunch was not injected exactly on the unstable
fixed point of the separatrix but rather close to the stack.
Another remark concerns the bunching time of 0.25 s: It
was indeed adiabatic with respect to the synchrotron mo-
tion but might have been rather fast with respect to the cool-
ing time of the stack. A dedicated experiment is planned in
the ESR in order to improve the stacking procedure at h=1.

We have checked that, for both stacking methods, the
maximum accumulated intensity of 4 — 5 x 10® ions was
not limited by space charge effects. Typically, for bunching
factors of 0.2-0.4 and strong cooling (I.=0.5 A), the stack
transverse emittance calculated from the scaling law in
Eq. 2 was 2 mm mrad. For a maximum incoherent Laslett
tune shift of 0.1, the space charge limit was 2—3 x 10? ions
i.e. well above the considered maximum stacked intensity.
The longitudinal space charge limit from the Keil-Schnell-
Boussard criterion [12] was even higher i.e. ~ 4 x 10'°
ions for a cooled stack with Ap/p ~ 1074,
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Figure 5: Longitudinal beam accumulation with h=1 rf and
electron cooling. Upper part: Stacked beam intensity mea-
sured with the current transformer for different rf voltages
and electron currents. Lower part: Momentum spread of
the stacked *°Ar'8+ beam (proportional to its measured
bunch length) compared to the rf bucket height.

OUTLOOK

These results confirm the requirements for the NESR
systems, namely, faster electron cooling [11], a BB system
with 2 kV peak voltage, adjustable injection kicker pulse
and appropriate beam diagnostics.
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BUNCHED BEAM STOCHASTIC COOLING AT RHIC"
J.M. Brennan®, M.Blaskiewicz, Brookhaven National Lab 11973, U.S.A.

Abstract

Stochastic cooling of ions in RHIC has been implemented
to counteract Intra-Beam Scattering and prevent
debunching during stores for luminosity production. The
two main challenges in cooling bunched beam at 100
GeV/n are the coherent components in the Schottky
spectra and producing the high voltage for the kicker in
the 5 - 8 GHz band required for optimal cooling. The
technical solutions to these challenges are described.
Results of cooling proton beam in a test run and cooling
gold ions in the FY07 production run are presented.

INTRODUCTION

Stochastic cooling is an effective and well-established
accelerator technology for improving beam quality.
However, stochastic cooling of high frequency bunched
beam has always proved problematic due to strong
coherent components in the Schottky spectra of bunched
beam.[1] We have built a stochastic cooling system for
RHIC employing specialized techniques to overcome the
problem of coherent components. The system works in
the 5-8 GHz band and cooling in the longitudinal plane.
The kicker of the system is realized in an unusual way by
creating the kick voltage with 16 high-Q cavities. Even
though the bandwidths of the cavities are much smaller
than their separation in frequency the effective bandwidth
of the cooling system is sufficiently covered. This follows
from the fact the beam bunches are 5 ns long and the
separation between cavity frequencies is 200 MHz, that
is; the reciprocal of the bunch length.[2] The high-Q
cavities greatly reduce the microwave power needed to
operate the system. The system was first tested with
protons during the FY06 polarized proton run. In the
FY07 gold-on-gold run the cooling system was
commissioned and proved effective in reducing the beam
loss rate and debunching during 5 hour stores.

BUNCHED BEAM COOLING

Coasting beam formulae can be used to calculate cooling
rate for bunched beam if the number of particles is
replaced by an effective number which is the number that
would be in the ring if it were filled at density equal to
bunch density. For RHIC this is about 2e12, and implies a
cooling time of about one hour for a 5-8 GHz system.
This is an adequate cooling rate to counteract Intra-Beam
Scattering in RHIC.

*Work performed under US DOE contract No DE-AC02-98CH1-886.
+ brennan @bnl.gov

Bunched beam cooling differs from coasting beam also in
that mixing is strongly influenced by synchrotron motion.
Particles tend to return to the sample in a half synchrotron
period and with their same neighbours. In RHIC we are
cooling the beam while it is stored in essentially full
buckets and the spread of synchrotron frequencies for
large amplitude particles tends to make the mixing
comparable to coasting beam.

The key challenge of bunched beam cooling is to
overcome the difficulties caused by the coherent
components in the Schottky spectra. Figure 1 shows a
spectrum with coherent components.
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Figure 1: A Schottky spectrum showing coherent
components.

Dealing with the Coherent Components

The true significance of the coherent components is not
revealed in the frequency domain. However, their
existence indicates that large instantaneous voltages are
present in the time domain where they may easily
overdrive active electronic components such as, low noise
amplifiers, causing inter-modulation distortion which
defeats the cooling loop. In order to reduce the peak
voltages we employ the filter shown in figure 2, which is
built from coaxial cables, in the cable lengths are adjusted
to precise 5.000 ns intervals with small 100 ps coaxial
trombones.

Pickup

Figure 2: Coax filter used to reduce peak voltages from
the pickup before the low noise amplifier and electrical to
optical converter.

The filter repeats the beam pulse at reduced voltage at 5
ns intervals 16 times as shown in figure 3 and creates the
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insertion loss of ~3 dB which reduces the signal to noise
ratio but for gold ions with charge 79 the pick up signal is
inherently strong.
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Figure 3: time domain output of traversal filter.
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Figure 4: Frequency domain showing 16 lines between 5
to 8 GHz, spaced at 200 MHz.

The signal is sent from the pickup to the kicker via an
AM modulated analogue fiber optic link of 6 microsecond
length. We have found much better linearity in the link
when the source DFB laser is modulated with an external
electro-absorption modulator (PHOTONICSystems, inc.)
compared to direct modulation of the laser current. Direct
modulation causes excessive chirp for large signals,
which distorts the signal because of the dispersion (18
ps/nm/km) in the fiber, SMF28.

The Cooling Filter

For momentum cooling a correlator notch filter is
employed to create the correct phase of the kick so as to
correct the measured energy fluctuations. The filter
essentially differentiates the pickup signal to extract the
sign of the energy error from the deviation of the beam
signal from the synchronous revolution frequency. The
concept is shown schematically in figure 5.

° 12 microsecond ’

Fiber Optic

Figure 5: The concept of the notch cooling filter.
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The notches it makes at revolution harmonics of the
Schottky spectrum are seen in figure 6. The symptom of
the distortion in the analogue fiber optic link is that the
frequencies of the notches depend on signal amplitude.
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dB/ Ext Ref

Center 7.508 800 8 GHz
#Res BH 300 Hz

Span 500 kHz

VBH 368 Hz Sweep 56.32 ms (G000 prs)

Figure 6: Notches made by the cooling filter.

From the system transfer function shown in figure 7
one sees that the real part (bottom display) changes sign
at the revolution frequency (where the notch is). This
causes the system to extract energy from the high energy
particles and conversely.

7533500 GHz | £3.13mU

Figure 7: System open loop transfer function, including
beam response. The real part is anti-symmetric about the
revolution frequency.

Because the delay corresponding to one revolution
period is 12.8 microseconds the filter must be realized
with a fiber optic cable, in order to have constant
frequency response across the 5 to 8 GHz band. The
scheme for realizing the cooling filter is shown in figure
8. Matched pairs of photodiodes with >35 dB of common
mode rejection assure consistent notch depth across the
5-8 GHz band with no equalizer.
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Figure 8: Realization of cooling filter. The four branches
synthesize two filters in cascade.

Halo Cooling and the Two-turn Filter

The primary goal of the cooling system is to counteract
IBS to prevent beam loss and debunching. This means
that the most important particles to cool are those close to
the separatrix. These particles have the greatest
momentum offsets and are considered in the halo. A two-
turn notch filter is used to concentrate the cooling power
on the halo particles. The two-turn filter has a wider notch
to exclude particles in core of the bunch and also to
extend the momentum reach of the stable part of the
cooling force. The cooling force from a one-turn filter
(red) is compared to that from a two-turn filter in figure 9.
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Figure 9: Cooling force for a one-turn (red) and two-turn
filter.

The two-turn filter is just two one-turn filters in
cascade. One can see how the four branches of the filter
in figure 8 constitute two filters cascaded filters by
expanding the expression for the product of two one-turn
filters.

. 2
S =(1-¢*")
=] —@ ¥ 4 @I

In figure 10 the response of the two-turn filter (red) is
compared to that of the one-turn.

MOAT1101

-40

—  stachastichl, deviyl S hEMaghiGHeL o stiochast e 10, 4aerFul ALht  MagbCHEC M

Figure 10: The response of the two-turn filter (red)
compared to that of the one turn.

The Kicker Cavities

For optimal cooling of gold ions at 100 GeV/nucleon
up to 250 keV must be supplied from the kicker.
Although the ion charge is 79 this would require,
nevertheless, 3 kV. One could consider a 50 Ohm kicker
to cover the 3 GHz span of the system but the required
power would then be 90 kW. We synthesize the kick with
much less power by employing high-Q cavities to
generate the kicks. The cavity frequencies are spaced at
200 MHz intervals in the 5 to 8 GHz band of the system.
One can think of these frequencies as a Fourier synthesis
of the kick, and because the bunch is 5 ns long the basic
harmonic of the series is 200 MHz. The bandwidth of the
cavities is chosen to allow filling and emptying the
cavities between bunches (100 ns). This determines the Q
of the cavities and a high shunt impedance is achieved by
using a four-cell TMyy, like structures with R/Q ~ 100
Ohm. A computer model of a typical cavity is shown in
figure 11. They have equal two coaxial ports, one for
incoupling and one for an external load (located outside
the vacuum) which sets the desired loaded Q. They have a
20 mm beam bore hole, which is unacceptability small for
the collider during filling and ramping. They are split on a
vertical midplane and opened during filling and ramping
and then closed for operation during the store.

Figure 11:Computer model of a kicker cavity. It has a 20
mm bore and two matched coaxial coupling ports.
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The Low-Level System

The low level system resembles a typical rf system with
16 cavities. Each cavity has an IQ modulator and rf power
supply (40 Watts). The correct setting of 1Qs are obtained
by measuring the system open loop response function
including the beam(Beam Transfer Function). This is
done automatically by the network analyzer. Software
running in the embedded Window XP PC analyzes the
BTF results and calculates settings for the 1Qs. This is
done periodically (about every 15 minutes) during the
store to adapt the system gain to cooling of the beam and
to compensate drifts in phase. Phase drifts come about
because of heating on the cavities and changes in the long
fiber optic cables. The network analyzer also monitors the
delays in the notch filters and sends commands to
motorized optical trombones. Corrections are typically
less than 1 ps in 15 minutes. The operation takes about
one minute for a cavity and since the process takes one
cavity out of the 16 at a time off line, every 15 minutes, it
amounts to a negligible degradation of the cooling rate.
Figure 12 shosz a typical system response function result.

Figure 12: Cooling system response function including
BTF and filters.

RESULTS

Tests with Protons

The first system tests were carried out with protons in
the polarized proton run at RHIC of FY06. Since the
proton bunch intensity is 10" a special low intensity
bunch with 10° was prepared as an analogue to an ion
bunch. By gating the cooling system before the first low
noise amplifier the development and testing of the cooling
system could be carried out parasitically during
production stores. This was the first successful test of
bunched beam stochastic cooling. [3] Figure 13 shows the
proton bunch before and after cooling for two hours.
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Figure 13: Proton bunched before (red) and after (blue)
cooling.

Operational Cooling of Gold lons

The system was commissioned and made operational in
the Yellow ring of RHIC in May FY07. Cooling showed
the desired benefit of reducing losses and preventing
debunching from the storage buckets. In fact, the losses in
the Yellow ring when cooling became operational reached
the level of “burn-off” losses. That is the situation when
all the particles that are lost are consumed by collisions.
Figure 14 shows the stored beam in RHIC for several
stores of duration about 5 hours each. In the middle store
stochastic cooling was used in the operation mode for the
first time. It is clear that the loss rate in the Yellow ring
was markedly reduced compared to previous stores and
that of the Blue ring.

Window Event Anatyais

i Dane updating phet 1.
B

Figure 14: Five stores at RHIC, typically 5 hours.
Stochastic cooling was operating for the middle two
stores in the Yellow ring.

It is apparent that the cooling not only stops losses but
also cools the beam to a smaller emittance. In a
preliminary test we cooled only half of the bunches in the
ring by gating the system at the pickup. In this way we
could compare the cooled and un-cooled bunches under
the same conditions. Figure 15 shows a scope trace of all
the bunches after about 2 hours of cooling. It is clear that
the cooled bunches attained higher peak current. Figure



Proceedings of COOL 2007, Bad Kreuznach, Germany

16 compares a detailed view of the bunch profiles. The
un-cooled bunch shows beam in the adjacent 197 MHz
buckets. These satellite bunches are populated in the
imperfect transfer of beam from the 28 MHz accelerating
system to the storage rf system. Beam in the satellite
buckets is also cooled.
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Figure 15: Wall current monitor of all 100 bunches. The
first 50 were cooled for two hours.

Figure 16: Expanded scale of bunch profiles comparing
cooled (blue) and un-cooled bunches.
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CONCLUSIONS
Bunched beam stochastic cooling at 100 GeV/nucleon
has been achieved at RHIC. A cooling system is
operational in the Yellow ring and cools Gold beam to
eliminate debunching and reduces beam losses to the
burn-off level. The longitudinal phase area of the bunches
is reduced by the cooling system.
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STOCHASTIC COOLING FOR THE HESR AT FAIR

H. Stockhorst, R. Stassen, R. Maier and D. Prasuhn, FZ Jiilich GmbH, Jiilich, Germany
T. Katayama, University of Tokyo, Saitama, Japan, L. Thorndahl, CERN, Geneva, Switzerland

Abstract

The High-Energy Storage Ring (HESR) of the future
International Facility for Antiproton and Ion Research
(FAIR) at GSI in Darmstadt is planned as an anti-proton
cooler ring in the momentum range from 1.5 to 15 GeV/c.
An important and challenging feature of the new facility
is the combination of phase space cooled beams with
internal targets. The required beam parameters and
intensities are prepared in two operation modes: the high
luminosity mode with beam intensities up to 10" anti-
protons, and the high resolution mode with 10" anti-
protons cooled down to a relative momentum spread of
only a few 107°. Consequently, powerful phase space
cooling is needed, taking advantage of high-energy
electron cooling and high-bandwidth transverse and
longitudinal stochastic cooling. A detailed numerical and
analytical approach to the Fokker-Planck equation for
longitudinal filter cooling including an internal target has
been carried out to demonstrate the stochastic cooling
capability. The great benefit of the stochastic cooling
system is that it can be adjusted in all phase planes
independently to achieve the requested beam spot and the
high momentum resolution at the internal target within
reasonable cooling down times for both HESR modes
even in the presence of intra-beam scattering.
Experimental stochastic cooling studies with the internal
ANKE target to test the model predictions for longitudinal
cooling were carried out at the cooler synchrotron COSY.
The routinely operating longitudinal stochastic cooling
system applies the optical notch filter method in the
frequency band I from 1-1.8 GHz.

INTRODUCTION

The High-Energy Storage Ring (HESR) [1] of the
future International Facility for Antiproton and Ion
Research (FAIR) at GSI in Darmstadt [2] is planned as an
antiproton cooler ring in the momentum range from 1.5 to
15 GeV/c. The circumference of the ring is 574 m with
two arcs of length 155 m each. The long straight sections
each of length 132 m contain the electron cooler solenoid
and on the opposite side the Panda experiment. The
stochastic cooling tanks will be located in the long
straights and in one arc. Two injection lines are foreseen,
one coming from the RESR [2] to inject cooled anti-
protons [3] with 3 GeV kinetic energy and the other one
to inject protons from SIS 18. An overview on the HESR
ring is given in figure 1. Using a target thickness of
4-10" atoms cm? the high luminosity mode (HL) is
attained with 10" antiprotons yielding a luminosity of
2-10* em? s, The HL-mode has to be prepared in the
whole energy range and beam cooling is needed to
particularly prevent beam heating by the beam target
interaction. Much higher requirements are necessary in
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the high resolution mode (HR) with 10'® antiprotons. The
same target thickness yields here a luminosity of
2-10° em™ s, This mode is requested up to 8.9 GeV/c
with a rms-relative momentum spread down to about
4-10°.
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Figure 1: Layout of the HESR ring including the signal
paths for transverse and longitudinal cooling.

The injected beam in the HESR at p = 3.8 GelV/c has
the following emittance and relative momentum spread in

HR-Mode: ¢, =2-10" and
=5-10".

HL-Mode: ¢,

The injected beam is then accelerated with an
acceleration rate of 0.1 (GeV/c)/s to the desired
experiment momentum.

COOLING SYSTEMS

In general a very broad cooling bandwidth must be
chosen for fast cooling. However the upper frequency of
the cooling system is restricted when considering the
filter cooling method [4]. In this case a proper functioning
is only achieved if there is no overlap of adjacent
revolution harmonics so that each band can be covered
separately by the notch filter. As a reasonable compromise
a (2 — 4) GHz system has been chosen that can be
operated in the whole momentum range from 3.8 GeV/c
up to maximum momentum. The simulations assume
quarter wave pickup and kicker loops [5]. For
longitudinal stochastic cooling an optical notch filter will
be implemented in the signal path. In figure 1 the cooling
signal paths are shown. Cooling simulations applying a
linear notch filter have been already presented in [6]. In
this contribution the model utilizes a more realistic non-
linear notch filter. The HESR optics [1] that has been used
throughout has an imaginary transition energy with
7, =0.0i. The target-beam interaction is treated in the

=0.Ilmmmrad O,

rms ,HR
=0.6mmmrad  0,,

formalism as outlined elaborately in [7].

Transverse Cooling

The theory of transverse cooling used in this
contribution is outlined in detail in [8]. The formalism has
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been extended to include the beam interaction with an
internal target. The time development of the horizontal or
vertical beam emittance ¢ during cooling and beam target
interaction is governed by a first order differential
equation. This equation can be solved for the rms-
equilibrium emittance which yields for a low thermal
noise cooling system

i B ] f02 N ,8 T Hrzms
eq,rms 4 \/% |77| 5;1)1.? Wf ¢

under the assumption of no position and angle dispersion
at the target location where the beta function is g, . 6,

(1]

ms

is the rms value of the Gaussian small angle scattering
distribution [7]. The quantity & is proportional to the
target area density Nr. The revolution frequency of a
particle with nominal momentum p, is f;. The center
frequency of the cooling system with bandwidth W is fc.
The particle number is N, 7 is the frequency slip factor
and & is the rms relative momentum spread of the

(longitudinally cooled) beam. Note that eq. (1) does not
depend on the initial emittance of the beam as well as
pickup and kicker sensitivity. Simulations have shown [9]
that an additional contribution to the equilibrium
emittance due to beam heating by intra beam scattering
(IBS) can be neglected here. IBS becomes only important
if the beam is cooled to very low emittances. This can be
avoided by a proper adjustment of the electronic gain.

Longitudinal Cooling

The time development of the momentum distribution
during longitudinal filter cooling and beam target
interaction is found by numerically solving a Fokker-
Planck equation (FPE) [10] with an initial condition and a
boundary condition that takes into account the acceptance
limit. The FPE contains not only the coherent cooling
force but also the mean energy loss in the target leading to
a shift of the distribution as a whole towards lower
momenta. Beam diffusion due to electronic and Schottky
beam noise as well as diffusion by the target determined

by &7

. » the mean square relative momentum deviation
per target traversal [7] is included. Diffusion results in a

broadening of the beam distributions. The quantity J; is

loss
directly proportional to the target area density. Under the
assumptions of an initial centered Gaussian beam that
remains almost Gaussian during cooling, no thermal
noise, mean energy loss compensated and no unwanted
mixing one can derive a simple first order differential
equation for the rms relative momentum spread from the
FPE. From this equation the smallest equilibrium value

3 1/3
5e rms =i i NJ(O 5[ivv [2]
s\ 16 s,

for the rms relative momentum spread can be found
where the electronic gain is to be adjusted accordingly.
Again the final equilibrium does not depend on the initial
momentum spread of the beam.
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COOLING SIMULATION RESULTS

Figure 2 shows longitudinal beam distributions
resulting from solutions of the FPE at several times
t=20s (black), 50 s, 100 s, 150 s, 2000 s (blue) for the
HL-mode at T = 3 GeV. The mean square relative
momentum  deviation per target traversal s

5., =3.84-10"". The emittance increase with time due

to the target amounts  to
de/dt=3.6-10"mmmrad /s resulting in a beam

beam interaction
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Figure 2: Beam distributions at t = 0 s (black), 50 s, 100 s,
150 s, 2000 s (blue) for the HL-mode at 7 = 3 GeV. The
mean energy loss is assumed to be compensated. The
acceptance limit (dashed lines) is +2.5 - 107,

emittance of about / mm mrad within one hour when
transverse cooling is off. It is assumed that the strong

£=-2.73-10" eV /turn
compensated by an rf-barrier bucket cavity or by TOF

cooling as explained below. In figure 3 the rms relative
momentum spread (red dots) versus time is shown.

mean energy loss can be
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Figure 3: Rms-relative momentum spread (red dots)
during cooling with an internal target at T = 3 GeV for the
HL-mode. Horizontal line: eq. (2)

The rms values of the distributions exhibit an increase
during the first 400 s and then drop down to the
equilibrium value, &, =1.4-10", which is attained in
nearly 1200 s. This growth is due to the tails in the
distributions that evolve in the first 400 s as can be seen
in figure 2. Particles are moved towards the acceptance
limit where they are lost mainly due to the enhanced
diffusion induced by the unwanted mixing between
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pickup and kicker when their relative momentum spread
is larger then = 7 - 10 . A short period of the larger
acceptance TOF cooling prior to filter cooling can avoid
these losses. Bad mixing plays a minor role at only
slightly larger beam momenta as well as in the HR-mode
where the initial momentum spread prior to cooling is
significantly smaller. The beam loss amounts about 20%
at 7 = 3 GeV in the HL-mode. Figure 3 shows that the
beam distributions in equilibrium are nearly Gaussian.
Here the rms-value is quite well predicted by the formula
given in eq. (2). Table 1 and 2 summarize for two beam
energies the expected equilibrium values and cooling
down times in the HR- and HL-mode, respectively. The
necessary electronic gain lies in the range 95 dB to
110 dB. The particle power ranges up to 15 W.

Table 1: HR-Mode Stochastic Cooling

p [GeV/c]: 3.8 8.9 14.9
rms rel. momentum 7.10° 6-10° 5.10°
spread Ops:
rms transverse emittance 2. 102 7107 4.10°
€ms [Mmm mrad]:
cooling down time [s]: ~100 ~200 ~250
Table 2: HL-Mode Stochastic Cooling
p [GeV/c]: 3.8 8.9 14.9
rms rel. momentum 13-10% | 1.2-10% | 1.0-10*
spread Oy
rms transverse emittance 8.102 4.102 2. 102
€ms [Mm mrad]:
cooling down time [s]: ~500 ~800 ~1000
1x10™
gx10" [ N

AN

6x10"%

4x10™ H

2x10"

Y(Ap/R)
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Figure 4: TOF momentum cooling at T = 3 GeV for the
HL-mode. The mean energy loss due to the target-beam
interaction is compensated. The initial distribution (black)
is cooled down to a stable equilibrium without tails in
about 300 s (brown curve).

All simulation and experimental results show that the
dominant process due to the target-beam interaction is the
mean energy loss in the target. The stochastic cooling
predictions were deduced under the assumption that the
mean energy loss can be compensated by a suitable
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method. An interesting and promising method to
accomplish this goal is the time of flight discrimination
cooling method (TOF cooling). Here the notch filter in the
cooling chain is replaced by a ninety degree broadband
phase shifter. This method prefers a high bandwidth and a
low electronic gain. An example using the (2 - 4) GHz
system is shown in figure 4. After proper adjusting the
electron gain (98 dB) and the system delay
(AT, =—0.195 ns ) the initial beam distribution with even

a 50% larger initial momentum spread in the HL.-mode at
T = 3 GeV is cooled down to a stable equilibrium beam
momentum spread within 300 s. No particle losses occur
and the mean energy loss is compensated as can be seen
in figure 4. The corresponding rms-relative momentum
spread during TOF cooling shows an exponentional
decrease and attains an equilibrium value 6, =4.5-10""

after 300 s. The value is larger as compared to that in
figure 3 due to the absence of the notch filter which
strongly suppresses the particle and thermal noise in the
center of the distributions. Consequently the particle
power is larger and amounts up to 30 W. The TOF
cooling method also helps to prevent the development of
low momentum tails in the beam distribution. By
adjusting the system delay it is also possible to accelerate
or decelerate the beam in flat top if a small energy change
should be necessary.

STOCHASTIC COOLING EXPERIMENTS

In order to gain confidence in the stochastic momentum
cooling predictions with internal targets cooling
experiments [10] have been carried out at COSY with the
present cooling system [11]. The cooling experiments
were carried out at beam momentum 3.2 GeV/c with
about 10" stored protons. The frequency slip factor was
measured and resulted in 77 =-0.7, i.e. the machine was

operated above transition. Longitudinal cooling was
carried out with band I ranging from 1 to 1.8 GHz.
Particle distributions were measured in the frequency
range of the harmonic number 1500 with the band II
system (1.8 — 3) GHz and can be converted to momentum
distributions using the relation Af/ f, =n-Ap/p,. The

frequency distributions were measured every 2.5 min or
5 min in flat top with a duration of about 30 min.

Beam Target Interaction

First the target beam interaction was investigated in
order to determine the mean energy loss per turn € and the
mean square relative momentum deviation per turn &, .
The results are shown in the figures 5 and 6. In figure 5
the measured center of the frequency distributions are
shown from which the revolution frequency of the
protons can derived by dividing the values by the
harmonic number 1500. At time zero this gives

f, ~1.568 MHz .

The measured data (black symbols) in figure 5 show
the expected behavior that the beam distributions are
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shifted linearly towards lower energies due to the beam
target interaction.
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Figure 5: The measured center frequency at harmonic
1500 (blue symbols: cooling ON, black symbols: cooling
OFF) in comparison with the model predictions (red
curves).

Due to the negative frequency slip factor this corresponds
to a linear increase in frequency. Thus the revolution
frequency of the protons increases with increasing energy
loss. From the slope of the data (black symbols) in figure
5 the mean energy loss per turn was determined to

6., =2-10"" /turn . The relative momentum spread in

loss
figure 6 (black symbols) shows only a small increase.
From the linear increase of &

rms

the mean square relative
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momentum deviation per turn &,

derived.
40 f———— g
o
of T L SO
%L W — SN —
E ] 1 : g
ME S

rms

w 15*@1 """"""""""" e Coollng ON----—

AttenuatnonGdB gain =127 dB L
‘At—001ns Af =-25Hz

0 500 1000 1500 2000

t [sec]

Figure 6: The measured relative momentum spread at
harmonic 1500 (blue symbols: cooling ON, black
symbols: cooling OFF) in comparison with the model
predictions (red curves). The linear increase of the
squared momentum spread determines the mean square
relative momentum deviation per turn when cooling is
switched off.

The indicated error bars result from three consecutive
measurements and reflect the uncertainties due to the
finite frequency resolution of the spectrum analyzer. The

values for & and &, have been then used in the FPE
when cooling is switched off to determine the beam
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distributions versus time. A Gaussian initial distribution in
the calculations was assumed. The results are shown in
figure 5 and 6 as red curves. As can be seen the model
deviates from the linear behavior at about 600 s which is
due to particle losses when the shifted distributions reach
the momentum acceptance of the machine. This becomes
clearly visible when the measured frequency distributions
are compared with the distributions predicted by the
model as is depicted in figure 7 for ¢ = 900 s.

1 1014 ) L } L } L } L } L } L } L
810"
610"

4107

particle density [1/GHz]

2 1013

2.3531 2.3532 2.3533 2.3534 2.3535 2.3536 2.3537 2.3538
f [GHz]

Figure 7: Measured frequency distributions (red) at
harmonic number 1500 for ¢ = 900 s in comparison with
the model prediction (blue curve). The sharp cut-off at
about 2.3537 GHz corresponds to the acceptance limit.

The measurement as well as the model prediction show
a cut off in the distributions at about 2.3537 GHz which
corresponds to the negative relative momentum
acceptance limit &, =-1.4-107. It is seen that this

value is reached after about 600 s. Particle losses are
increasing then with time as indicated by the increase in
the slope at the high frequency side of the distributions.
Measured and predicted distributions agree remarkable
well. The measured mean energy loss yielded a target

thickness N, ~ 3-10" atoms/cm’ .

Momentum Cooling with Internal Target

After determining the parameters of the beam target
interaction stochastic cooling was switched on. The
system delay was adjusted for cooling by means of BTF
measurements and the notch filter was set 25 Hz below
the center frequency of the distribution at harmonic one.
In momentum space this means that the filter was set
above the mean momentum of the protons. Measurements
for different attenuations of the electronic gain of the
cooling system were then carried out. As an example the
figures 5 and 6 show the results for the attenuation set to
6 dB which corresponds to a model gain and an additional
delay of 127 dB and AT, =0.01ns , respectively. Figure 5

shows the center frequency measured at harmonic number
1500 (blue data points) in comparison with the model
prediction. The figure clearly shows the cooling effect.
The ANKE target thickness is more than an order of
magnitude smaller as compared to the HESR case. The
mean energy loss is nearly compensated by cooling. The
time development of the relative moment spread during
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cooling and ANKE target on (blue data points) is fairly
well predicted by the model as shown in figure 6. Initially
the momentum spread drops down and increases until an

equilibrium value &, =2.2-10" between target beam
interaction and cooling is attained after about 1000 s.

Again the cooling effect is clearly visible when the data
with cooling on and off are compared.
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Figure 8: Measured beam distributions (red) during

cooling in comparison with model predictions (blue).

Initially a Gaussian distribution has been assumed with

values for the center frequency and variance determined

from the measured initial distribution.

Figure 8 presents a comparison of the measured
distribution with the model prediction at ¢+ = 0 s and
t =600 s. Initially a Gaussian distribution has been
assumed with values for the center frequency and
variance determined from the measured initial
distribution. The particle distributions are normalized to
the number of protons in the ring. The Fokker-Planck
solutions present the absolute beam distributions. There
are no scaling factors to adjust the solutions to the
measured distributions. A more detailed discussion of the
cooling experiment can be found in [10].

SUMMARY AND OUTLOOK

The stochastic filter cooling model developed for the
investigation of stochastic cooling at the HESR receives a
remarkable good agreement with the experimental results
at COSY when the internal ANKE target is in operation.
The beam target interaction is well described by the
model through the quantities mean energy loss and mean
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square relative momentum deviation per turn. Both
quantities can be measured. Once the main parameters are
known the model can be employed to predict the cooling
properties under different conditions, e.g. if the target
thickness is increased, different beam energy, etc.. The
good agreement of the model with the experimental
results at COSY gives a save confidence that the model
will also fairly well predict the cooling properties in the
case of the planned HESR at the FAIR facility. However
more investigation are needed concerning the undesired
mixing that is here much more severe as at COSY. The
available equilibrium values for the HESR are close to the
desired beam quality. Beam heating due to the internal
target can be compensated with stochastic cooling in the
whole momentum range. The promising TOF cooling
method will be further investigated in theory as well as in
experiment especially including the feedback via the
beam. Also other methods to compensate the mean energy
loss have to be studied. A further method to compensate
the mean energy loss by a barrier bucket cavity will be
investigated theoretically and will be soon tested at
COSY. The stochastic cooling model will be further
developed to include the characteristics of the newly
designed pickup and kicker structures [12] as well.
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STOCHASTIC COOLING FOR THE FAIR PROJECT *

F. Nolden, A. Dolinskii, C. Peschke, GSI, Darmstadt, Germany

Abstract

Stochastic cooling is used in the framework of the FAIR
project at GSI for the first stage of phase space compression
for both rare isotope and antiproton beams. The collector
ring CR serves for the precooling of rare isotope and an-
tiproton beams. The paper discusses mainly the stochastic
accumulation in the RESR based on a new lattice design.

STORAGE RINGS IN THE FAIR PROJECT

The storage rings in the FAIR project are designed for
the preparation of experiments with rare isotope (RI) or an-
tiproton beams, which are produced by bombardment of
short high intensity bunches from the SIS100 synchrotron
[1] on appropriate production targets. As these beams
have large longitudinal and transverse emittances, stochas-
tic precooling is foreseen in the Collector Ring (CR) [2].

The antiprototon beams are accumulated in the RESR
storage ring [3]. High energy antiproton experiments make
use of stochastic cooling in the HESR storage ring [4].

PRECOOLING IN THE COLLECTOR
RING

The stochastic cooling systems in the CR have been de-
scribed in [5] and [2].

The development of slotline electrodes for the CR is de-
scribed in [6]. A prototype of the 1 GHz - 2 GHz power
amplifier has been built and will be tested at GSI in the
near future. The integration of the slotline structures into a
complete pick-up tank is presently prepared.

STOCHASTIC ACCUMULATION IN THE
RESR RING

Overview

Stochastic accumulation in the RESR makes use of the
same principle which has successfully been used in the AA
at CERN [7], [8] and in the Accumulator at FNAL [9]. In
any case, the accumulation works in the longitudinal phase
subspace. Figure 1 shows a sketch of the vacuum chamber
at the pick-up which is used for accumulation.

The beam is injected at the injection orbit (i). It is then
deposited by rf to a deposition orbit (d). Before the next
shot arrives, the stochastic cooling system must be fast
enough to shift these particles to the stack tail (t). The
repetition interval between single injection shots is mainly

*Work supported by EU design study (contract 515873 -
DIRACsecondary-Beams)

given by the time it takes to perform the shift between (d)
and (t). Then the same pick-up signal is used to shift the
particles gradually into the core. The pick-up sensitivity
of the stack tail cooling pick-up should decrease exponen-
tially towards the core.

In order to achieve this goal, the vertical 8 function at
the pick-up must be small and the dispersion large (see be-
low). However, experience from the CERN AA shows that
in addition a twofold staggered notch filter may be needed
in order to get the system gain down in the core region.

New RESR Lattice

The new lattice of the RESR [10] has the following ad-
vantageous properties with respect to antiproton accumula-
tion:

e The lattice enables a flexible choice of the transition
gamma up to y; = 6.3.

e There are straight sections with large dispersion and
small vertical betatron function for the accumulation
pick-up.

e There is enough space in dispersion free sections to
take up the stochastic cooling kicker tanks.

RESR Cooling Systems

Four cooling systems are envisaged for the RESR:

1. The stack tail cooling system (longitudinal, see above)
2. The core cooling system (longitudinal)
3. A horizontal betatron cooling system

4. A vertical betatron cooling system

Figure 2 shows the locations for pick-ups and kickers in the
new RESR lattice. Figure 3 shows the Twiss functions of
an optical setting with v = 5.3.

In a first stage, the system will work in the 1 GHz - 2
GHz band. Due to the chosen 7 value, an upgrade up to
4 GHz is feasible. The pick-ups and kickers will be of
the Faltin [11] type. The core cooling system will use the
same kicker as the stack tail system, just with an additional
quadruplet of pick-up electrodes in the accumulation pick-
up structure, and a low gain amplification.
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Figure 1: Sketch of vacuum chamber at accumulation pick-up
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Figure 2: Stochastic cooling paths in the RESR

Exponential Gain Profile and Vertical Chamber
Height

For optimum accumulation we need an exponential gain
profile [12] with the property
T — Tt
1
= ) &)

leading to an exponential particle distribution

g(x) = grexp (

U(z) = Uy exp <— z gjt> ©)

with dx > 0. Accumulation proceeds towards negative x
(Figure 1). g; and ¥, are the values of the gain and dis-
tribution functions at the stack tail orbit z;. If W, is the
distribution at the core z., then

v
dr = (z.—z¢)In <\I’_Z> 3)
and ”
t 9e
Zt _ Je 4
‘l’c gt ( )

For the RESR, we want to inject 108 antiprotons per shot
and accumulate up to at most 2 - 10! particles. Hence we
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must achieve a (voltage) gain drop of 66 dB over z. — x;.
This can only be achieved if the chamber height h is small
compared to . — x;. An electrostatic model of the elec-
trode sensitivity S(x) yields in the vertical midplane of a
sum pick-up

®)

S(z) = %arctan (M)

cosh (mz/h)

h is the vertical separation between pick-up plates, w is
their horizontal width. For large |x|/h, this scales as

S(x) x exp <—%> (6)
In case of the RESR
- In (2 x 10®
ze o  W(2x109) 4 %)
h T

In other words: If the gain profile is realized only by the
sensitivity drop from the pick-up to the core (and not by ad-
ditional notch filters), then the distance between the stack
tail and the stack core should be about 2.4 times the cham-
ber height. This leads to rather tight requirements for the
chamber height. In the straight sections inside the arcs of
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Figure 3: Twiss functions in one quarter of the RESR, beginning in the middle of a long straight section.

the RESR, the dispersion is about 13 m, and the vertical
beta function is below 3 m along a distance of 3 m. These
are almost ideal conditions for an accumulation pick-up.
With the vertical emittance €, of 10 mm mrad, one gets a
beam height of Ay = 2,/8y€e, = 11 mm. Adding a safety
margin of 3 mm on each side, one arrives at a chamber
height of 17 mm. With these parameters, one then would
get a distance of at least 41 mm from the stack tail to the
core. An analog requirement is that the stray field of the
injection kicker must not disturb the beam at the stack tail.
This requirement gives a limit for x; — x4 (see Figure 1).

Desired and Undesired Mixing

Once the distance x, — x4 is given, the product
Te — x¢ = D(0p/p)et ®)

is also fixed. Here (0p/p).: is the relative momentum dif-
ference between tail and core, and D is the dispersion at the
pick-up. For the RESR pick-up it follows that (6p/p).: =
3.2 x 1073,

This number is important as the product |n|(6p/p)et is
important for the mixing number

M = (me|n|(3p/p)et) " ©

which should be of the order of unity. Here n =
(6f/f)/ (0p/p) is the frequency slip factor, and m,. is the
harmonic number in the center of the cooling band. On the
other hand, the undesired mixing (bad mixing)

B = cos (mmcanpi (0p/P) cd) (10)

must not be too small of even get negative. Here
(0p/p)ea =~ 4 x 1073 is the momentum width between

the deposit and the core orbits. This number enters into the
cooling rate equation for transverse cooling. In this equa-
tion z = (s — sp)/C is the ratio of the path between pick-
up and kicker along the closed orbit and the circumference
of the closed orbit. 7,y is the local frequency slip factor
between pick-up and kicker. It is assumed for simplicity
that the cooling system is adjusted to the time of flight of a
particle at the position (z.+x4)/2. One should require that
the cooling decrement as a function of frequency should not
have the wrong sign even at the upper limit of the cooling
band, leading to an upper frequency limit:

frev

fe = 221k (6p/P) cd

(1)
where fyqy is the revolution frequency.

In the long straight straight sections, the dispersion van-
ishes. These sections are used for the kickers. The section
consists of a central part with a total length of 18m, delim-
ited by a quadrupole doublet on each side. Between each
doublet and the adjacent dipole there are additional diper-
sion free straight sections (7 m) with a vertical waist (3, at
most 7.8 m). The vertical phase advance here amounts al-
most exactly to 90 degrees. Of these straight sections, three
are occupied by injection or extraction septa, which are lo-
cated close to the dipoles. The horizontal pick-up is located
close to the next dipole (Figure 2), reserving space for an
optional electron cooler. Because the vertical cooling pick-
up should be at moderate beta functions. it is placed at the
beginning of the northern arc, where the dispersion is still
below 0.7 m.

Table 1 shows some parameters of the new stochastic
cooling paths. s; — s, is the length of the central closed
orbit between pick-up and kicker. Shortcut is the length of
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Table 1: Important parameters of the stochastic cooling paths

path | sy — s, [m] [ shorteut [m] | % | mpr | f [GHZ] | Theee 0]
horizontal 89.476 62.149 4.604 | 0.010 42 89
vertical 102.588 57.298 4.946 | 0.016 22 151
accumulation 95.292 67.297 6.030 | 0.029 13 91

the straight connection across the ring between the end of
the pick-up and the beginning of the kicker. This number
is needed for the evaluation of the time which is available
for electronic processing (amplifiers, filters, etc.). The free
signal processing time T} is calculated by assuming a
signal transmission velocity of 0.95 ¢ across the ring. :
and 7 are the local parameters between pick-up and kicker.
fc is the upper operating frequency limit (see eq. 11).

The longitudinal kicker could be placed at the oppsite
side of the long straight section, just before the injection
septum magnet. This choice leaves a comfortable time in-
terval of 91 ns for signal processing, but still allows for
increasing the operating bandwidth in a possible future sys-
tem upgrade.

Approximate Optimum Frequency Slip Factor

The transverse cooling rate can be written

1 2W 2
— ~ = [2Bos - (M +U) |91 P 12
- N[ gL — (M +U) gl (12)
If one works at the optimum gain
B
= — 1
|gL‘Opt (M + U) ( 3)
the optimum cooling rate is
1 2W B?
TL opt N(M + U)

Under these conditions one can deduce an approximate op-
timum value for the frequency slip factor, if one assumes in
addition that

1. the diffusion due to Schottky noise dominates the dif-
fusion due to thermal noise, i.e. M > U,

2. if we vary n then we vary 7, proportionally, i.e if we
change the optical setting then the ratio of these values
remains approximately constant.

Then the optimum cooling rate can be written in the form

1
<—> = ancos? by
TL opt

where a is independent of 7 and b = mm.x (dp/p),.,. Here
(0p/p),.. is the total range of momenta to be cooled. This
expression can be treated as a function of 7 It has a maxi-
mum if 2bn tan by = 1 or if

15)

0.208

_ 16
me (0p/P)o, (16)

|1)ope| =
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This expression can serve as a guide to estimate the opti-
mum 7 value. It should be noted that it is independent of
Ap/p. For example we get for the RESR (m. = 1236,
(6p/P)ior & 4 x 1073, and = &~ 0.5) an optimum value of
(M) ope A 0.084, wheras the actual value with 7, = 5.3 is
1 = 0.022.

If U has the same order of magnitude as M, then the
optimum 7 becomes smaller than the analytic estimate, it is
zero in the case U > M, because then the desired mixing
is worthless.

On the other hand, because during the process of cooling
the momentum width becomes smaller, larger values of n
become desirable. If one cannot or does not wish to ramp
the quadrupoles during cooling, one would have to chose
whether fast initial cooling or high equilibrium phase space
density are more important issues.
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ANTIPROTON PRODUCTION AND ACCUMULATION *
V. Lebedev ”, FNAL, Batavia, IL 60510, U.S.A.

Abstract

In the course of Tevatron Run II (2001-2007)
improvements of antiproton production have been one of
major contributors to collider luminosity growth.
Commissioning of Recycler ring in 2004 and making
electron cooling operational in 2005 freed Antiproton
source from the necessity to keep large stacks in the
Accumulator and allowed us to boost the antiproton
production. That resulted in doubling average antiproton
production during last two years. The paper discusses
improvements and upgrades of the Antiproton source
during last two years and future developments aimed at
further stacking improvements.

INTRODUCTION

Improvements in the Tevatron resulted in that the
fraction of antiprotons burned in collisions achieved
~40% 1in 2004. Since that time this number was not
changed, and its further increase is limited by intrabeam
scattering (IBS) in the proton and antiproton beams.
Further growth of the collider luminosity would not be
possible without growth of antiproton production. For
past two years increased antiproton production has been
our highest priority in Tevatron Run II. Figure 1
demonstrates the results of these efforts culminating in
~1.7 times antiproton production growth in FY’07 alone.
Further growth is expected in FY’08.

The following items contributed to this growth of
antiproton production. First, there has been an
improvement of the proton source. A reduction of
longitudinal emittance in the Booster allowed us to
optimize slip-stacking in the Main injector [1], which
resulted in an increase in the number of protons on the
antiproton production target from 6.5-10'* to 8-10'* per
pulse. Second, an optics correction in the transfer line
from the Main Injector to the antiproton production target
allowed us to reduce the rms beam size on the target to
~200 pm. The resulting increased target depletion rate
limits further reduction of the beam size.  Third,
stabilization of the proton beam position on the antiproton
production target resulted in more stable operation and
~5% growth in the average antiproton production (it did
not change the peak production). Fourth, an upgrade of
the lithium lens allowed us to increase its gradient from
60 to 75 kG/cm, which resulted in ~10% growth in the
antiproton yield. Fifth, optics correction in the Debuncher
[2] resulted in an increase in Debuncher acceptance from
30/25 to 35/34 mm mrad, correspondingly for horizontal
and vertical degrees of freedom. This resulted in ~10%
improvement of the antiproton yield.

After the above upgrades were finished by the end of
FY’06 the remaining major limitation to the stacking rate

* Work supported by Fermi Research Alliance, LLC., under contract
DE-AC02-76CH03000 with the U.S. Dept. of Energy.
*val@fnal..gov

was the Stacktail system. Therefore its improvement
became the highest priority item for the last year. This
project combines a few separate improvements that are
described in detail below. The implementation of these
improvements resulted in a growth of peak stacking rate
from 20-10' to 23.2:10" hour™ in FY’07 and positioned
us well for further improvements of stacking rate. Figure
2 shows how the dependence of stacking rate on stack
size has changed during the course of Run II. As one can
see, the stacking rate drops fast with the stack size. Too
minimize this harmful effect the transfer time from
Accumulator to MI injector was decreased from ~50 to 9
min. That allowed us to reduce the maximum stack size to
~50-10'"" and greatly decrease the difference between the
peak and average stacking rates. This resulted in the best
average weekly stacking rate of 16.5-10'" hour™, which is
only ~28% below the peak stacking rate. This number
looks quite impressive if one takes into account that it
also includes all interruptions to the stacking.
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Figure 1: Weekly antiproton production rate during Run II
(2001-2007).

@ March 2007, with Equalizer

@ February 9-14, 2006 After Studies
@ March 2005 former “Best Stacking”™
@ December 2004 Slip-Stacking

@ December 2004 Not Slip-Stacking

Figure 2: Dependence of antiproton production rate (units
of 10" hour™) on stack size (units of 10'°) during Run II.
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The upgrade of the Stacktail system [3] has also
included a few other systems which are logically
connected to Stacktail operation. It has consisted of a few
steps. First, we optimized tuning of the existing system.
This included a large increase of the gain for 4-8 GHz
longitudinal core cooling system (February 2006). There
was also a polarity flip for the Stacktail amplifier
(October 2006). That corrected the phase intercept and,
consequently, increased the bandwidth. Second, we
corrected phase and magnitude of the system gain by
installation an equalizer [4, 5]. An equalizer prototype
was installed in March of 2007 and the final equalizer was
installed in June 2007. The equalizer increased the
bandwidth of the Stacktail, which resulted in faster
stacking but also caused stronger transverse and
longitudinal heating of the core. Third, the transverse
heating was mitigated by an Accumulator optics
correction [6]. That increased the slip factor and resulted
in less heating (see below). If unaddressed the slip factor
increase would also result in a larger phase variation of
the gain on the way from the deposition orbit to the core
orbit. To reduce this phase variation we moved the
pickups of legs 2 and 3 closer to the leg 1 pickups and
began using leg 3 pickups'. Fourth, to mitigate the
longitudinal heating we replaced one of three Stacktail
BAW (bulk acoustic wave) notch filters by the
superconducting notch filter, and we will install the
equalizer for the longitudinal 4-8 GHz core cooling
system by the end of the 2007 shutdown (October 2007).

STACKTAIL MODEL

Improvements of the stacktail system would not be
possible without its detailed model. The model is based
on the beam measurements [4] and includes all the
important features of the system.

Evolution of the beam longitudinal distribution is
described by the Fokker-Planck equation [6]:

ag,.0o _19 ), 1

ot Few)=5 [D(x) ax ] M
where x=Ap/p is the relative momentum deviation, y(x) is
the distribution functionu w(x)dx = N), N is the number of

particles in the beam,

F(x)=f, ), explio, T,77,x) 2

is the cooling force,

D(x) = fuw(x) Y,
,1:730‘”77‘ ‘S(C()n)
describes the diffusion due to the beam noise, f; is the
revolution frequency, @, = 2;;‘0(1_;7)5),1, n is the slip

-G, (x, w, )
(e,)

Ao

2

‘Glol (x’ wn) ’ (3)

factor, 7, is the pickup-to-kicker travel time, 77, is the
partial pickup-to-kicker slip factor, and & w) is the beam
dielectric permeability. The Stacktail system has a
sufficiently large signal-to-noise ratio allowing us to
neglect diffusion due to noise of electronics.

" Only Legs 1 and 2 were used before this modification
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Figure 3: Dependence of Stacktail parameters on the
revolution frequency; top: red line — cooling force, blue
line — phase of the cooling force; bottom: red line —
effective bandwidth, blue line — x,, black line — maximum
flux computed using Eq. (7).

The total gain of the system is combined from the gains
of three pickup systems (legs 1, 2 &3) belonging to the
Stacktail system and two core systems (2-4 GHz and 4-8
GHz). Each leg is centered on its own momentum, and the
gains and delays for each leg are independently
controlled. The block diagram of the Stacktail system is
presented in Figure 2 of Ref. [4]. The corresponding total
gain can be presented in the following form

G (x,0)=K,, (w)Gm (o6, X e ) + K g (w)G48 (%, % 1)

+(1- Ay (@) YK, (0)G, (x.x)1 - A (@) m) D

+[K, (@)G, (x,x5,) + K (0)G, (x,x,)J1 - 4, (@)e ™™ )},
Here terms in the parenthesis describe the effect of notch
filters, Ky(w) and K,.(w) are the electronics gains, and
Gi(...)and G(...) are the space gains of Stacktail and
core systems, correspondingly. The space gain of each leg
is parameterized as following:

G, (x,x;,) = (l /ﬂ)[atan(sinh((ﬁ/hk )(x —X, +w /2))) (5)

—atan(sinh((z /h, Nx —x, —w, /2))] , k=123.
where 4, and wy are the effective gaps and widths of
pickups, and x; are the positions of pickup centers. Each
of the core cooling systems consists of two pickups with
design similar to the stacktail pickups. These pickups are
located on the different sides of the core orbit and are
wired in difference mode. Their space gains are presented
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as difference of two terms. Each term is given by Eq. (5)
but the terms have opposite sign offsets relative to the
core orbit. Table 1 presents the parameters for all pickups.
Parameter 4 presents relative gains of different pickups at
their maximum sensitivities. In normal operating
conditions the ratios for the Stacktail legs are fixed while
the core cooling gains are changed with beam current.

Table 1: Parameters of Stacktail pickups

X w | H 4
[cm] [cm] | [em]

Leg | 0.97 3 | 32 1

Leg2 -0.29 3 3 0.34

Leg3 2 3 3 | 0.023

Core2-4 GHz | -3.45/-842 | 2 | 27 | 2-10°

Core 2-4 GHz | -5.06/-6.58 | 0.76 | 3.2 | 1.6:10°

Eq. (5) describes well the beam based measurements in
the entire stacktail region (see Figures 5 and 6 in Ref. [4]).
The only exception is the Leg 1 response on the core
orbit, where the Leg 1 pickup sensitivity at the high
frequency end is ~2 times higher than predictions of Eq.
(5). Taking into account that the Leg 1 sensitivity at the
core orbit is ~50 dB smaller than at its center, and that it
contributes to the gain at the core orbit less than other two
legs, this complication was neglected in the model.

As was proved in Ref. [7] the notch filter terms have to
be outside the integral in the dielectric permeability
calculation. This results in:

(@) =1+ (1 4 (@)e ™) {(1 A(@)e ™ j

dy(x) K, ()G, (x,x,)e' """
dx P _(1-5)

dx+(1- 4y(@)e ™) 6)

50,

J‘ dy (%) K, ()G, (x,x,) + K (@)G, (x,x,) e g\ |
dx e —(1-5)

dy(x) K,, (w)Gz4 (x., Xopre) + Ko (a))szs (x,%,,,.) 2T e
5% dx e/aﬂb(lﬂzx‘) _ (l _5)

The system optimization has been based on a static
solution of Eq. (1) in Van deer Myer approximation. That
results in the maximum flux:

o O =W ()%, () fy ()
where

W<x>=\/URe(G,o,(x,2zy‘))de / TG[D,(x,z,ﬂ“j{ ®)

is the effective bandwidth, and x,(x)=F(dF/dx)" is the
inverse rate of the relative gain change. Parameters of the
system were adjusted to maximize the total flux with an
approximately constant x,(x) in the central part of the
Stacktail, which for a given flux maximizes the gain
difference between the deposition and core orbits. Figure
3 presents the results of calculations with this static model
after all upgrades. One can see that the cooling force
achieves its maximum at the deposition orbit and then
exponentially decays in direction of the core orbit with
px,=9 MeV. It approaches zero at the core due to notch
filters which minimize heating of the core by Stacktail.

50,
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Because the addends in Eq. (2) for positive and negative n
are complex conjugates of one other, F(x) is a real
function. To compute the phase of the cooling force, ¢, we
compute the sum in Eq. (2) for positive n only and denote
the result as F,; then F'=2Re(F),) and exp(ig) = F,/ |F,|.
The effective bandwidth is changing through the Stacktail
due to the notch filters. It starts at ~2.4 GHz at the
deposition orbit, slightly decreases and then goes up to ~4
GHz in at the core where the 4-8 GHz core cooling
system dominates. The static model predicts maximum
stacking rate of ~30-10"° hour™.

fdep‘_fref fcoré_fref
t

N
10
A

800 820 840 860 880 900 920
f- 628000 Hz

Figure 4: Results of stacking simulations for the system
after all upgrades; 2-10® antiprotons are injected every 2.4
s; red line — distribution function after injection of the first
antiproton pulse, other lines present distributions just
before injection of pulses with numbers: 2, 4, 11, 31, 101,
301, 1001, 2001, 3001.

After system parameters were optimized Eq. (1) was
solved numerically. The results of the calculations are
presented in Figure 4. One can see that at the beginning
the Stacktail pushes particles to the core. Then the core
starts to be formed after ~20 min (core size ~10-10'%); and
finally the core becomes too large and back-streaming
starts at the core size of ~25-10' antiprotons (1 hour after
stacking start). The simulations predict the same stacking
rate of ~30-10" hour” as the static model described
above. Nevertheless, in addition to the limitation of Eq.
(7), there appears to be another effect which can limit the
stacking rate. It is the deposition orbit clearing requiring
the Stacktail to remove antiprotons from the deposition
area before the next injection happens. As one can see
from the stack evolution the deposition orbit clearing and
the stacktail throughput of Eq. (7) are well balanced for
the parameters of the Accumulator Stacktail system.

To make an estimate of the deposition orbit clearing we
ignore the dependence of the cooling force on momentum
and assume that the gain is equal to zero outside of the
band [f, f>] while it is set to its maximum value (limited
by the beam stability) inside the band. For beam with a
Gaussian distribution the maximum gain is:
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G(w,)=C,c’m/N , C,6~9.011, ©
where o is the rms relative momentum spread.
Substitution of Eq (9) into Eq. (2) results in:

F=cC, onfi oS _oc oW (10)
N S N f,

where we took into account that W=1Nf22 -1 i/z.

Requiring the distribution to be moved by distance C,o
(C; = 2.5) during one stacking cycle (F AT=C,0) one
finally obtains a stacking rate estimate from the point of
view of deposition orbit clearing:
2

¢ f2 Y 26, W —on~ 6—0'77
[ “C, Jo
This estimate yields ~5 times larger result than the
numerical solution described above because the
distribution widening due to diffusion and the cooling
force drop at the distribution edges (3 times at 2.50) were
neglected. Eq. (11) yields that if the stacking rate is
limited by the deposition orbit clearing it can be mitigated
by an increase of o. Nevertheless this requires larger
power which is not always available. Taking into account
that in the case of Accumulator the fluxes of Egs. (7) and
(11) are well balanced; that both of them are proportional
to the slip factor; that the operation of stacktail system is
power limited; and that the stacking rate increase by the
slip factor increase does not change the stacktail power
we increased 77 by 15% from 0.0131 to 0.015 [6]. Further
increase is limited by the band overlap and by variation of
the cooling force phase through the stacktail region.

Before the equalizer installation the model predicted a
peak stacking rate of ~22-10'" hour™, which is close to the
experimental value. Nevertheless after the equalizer
installation the stacking rate grew to only ~24-10"" hour™
instead of the expected ~30-10" hour™. The stacking rate
has been limited by strong transverse and longitudinal
core heating excited by stacktail operation. This heating
limits the stacktail power to about half of the pre-
equalizer operation (0.9 kW instead of 1.8 kW). A few
steps were made to mitigate this. First results are already
seen and more improvements are expected in the future.

J=~ (11)

TRANSVERSE CORE HEATING

There are two major sources of core heating due to
stacktail operation. The first one is a consequence of non-
zero dispersion at the stacktail kickers; and the second one
is related to the quadrupole kicks excited together with
longitudinal kick due to the finite size of the pickup loops.
Stacktail kickers have similar design and geometry to the
stacktail pickups and therefore in accordance with the
reciprocity theorem [8] the longitudinal kick and the
pickup sensitivity depend similarly on the transverse
coordinate. Expending Eq. (5) in Tailor series one obtains
the dependence of longitudinal kick on the particle
transverse coordinates:

U(X,Y)=U, (1 +x(x* =7)/2a,,% )+ (12)
Here x=+1 with signs “+” and “-“ assigned to the
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kickers rolled so that in the difference mode they would
be the horizontal or vertical kickers correspondingly, and

the effective gap is
ae/f = ﬁCOSh(ﬂ-"V/ 2h) atan.(snlh(m/ Zh)) .
oz sinh(zw/2h)

aqp=1.7 cm for the Accumulator stack-tail kickers. In the
case where the particle velocity, vy, coincides with the
phase velocity of the kicker wave, the transverse and
longitudinal kicks are related so that [8]:
Ap, Kivo Ap. x Ap,
p ® poa,’ P o

Each kicker tank has four kickers located in the same
plane so that the higher order modes could be damped. To
mitigate the kick non-uniformity each next kicker tank is
rolled to the orthogonal plane.

The transverse kicks described above introduce two
mechanisms for the emittance growth. The first one is
related to offsets of kickers from the beam center resulting
in the transverse kicks proportional to the kicker offset
and, consequently, the emittance growth excited by noise
on the betatron sidebands. The second mechanism is
related to the quadrupole kicks. That result in the
parametric  excitation of betatron motion and,
consequently, the emittance growth excited by sidebands
of doubled betatron frequency. Comparatively straight
forward calculations yield the following expression for
the emittance growth rate excited by the stacktail:

(13)

Mo APy (14

@ p a

ds|  _de|  de|
dt param ) dt dip dt param

de foﬁmk 74 p,(m) 5 )

dr G(Py D, :

dt dip 2 k,m=-w ‘77 k ‘ ‘ (pkm a)km ) eff (a)km X

1 d V ﬂe 2 X m ~ ~

Las — 02 off . '//(xg )}Gmt (ka’a)km)z .(15)
& dt param 87 ane_[f Ko ‘Uk

Here x, =x-(v+m)/nk, X, =x—Qv+m)/nk,
@, = 0,(v+m+k(l—=mx)) » @, = o,(2v +m+k(l—nx))
are the resonant momenta and frequencies. The term,

D, ( a)) _ Vo X (a;) n Dyt Briak * Chici Prier — Dk , (16)
h 0a,, Brick

accounts for the effective offset of kickers, X (a)), and the
finite value of the dispersion in the kicker section. Here
ﬂkick’akick’Dkick’ and Dliick are the beta- and alpha-
functions, the dispersion and the dispersion prime in the
kicker section center. The positions of kicker electrical

centers, X(w), depend on frequency resulting in the
frequency dependence of the effective offset:

Nlmk
:(Zki/\’i(a)) Zlgs j
i=1 kick i=1
where s; is the longitudinal coordinate of the i-th kicker
relative to the kicker section center. The effective beta-
function of the parametric excitation is equal to:

ﬂL,, = zlvilcic[ﬂo +25s" + ,'B' ( S)ZJ , (18)

kick i,j=1

akuk

,(17)
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where s/ is the longitudinal coordinate of i-th kicker
relative to the location of beta-function minimum, /.
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Figure 5: Dependence of transverse heating rate on the
revolution frequency before Accumulator optics upgrade.
Horizontal line marks the heating rate averaged over
particle distribution.

Table 2: Heating and cooling rates at normal operation

Heating mechanisms mm mrad/hour

IBS heating at 50 mA ~3
Stacktail heating 5-6
Noise of core systems ~2

Total heating = Total cooling ~10
Table 3: Estimate of Stacktail heating

Heating mechanisms

mm mrad/hour

Parametric heating ~0.25
Dispersion mismatch ~2.4
Kicker offset (res. at 3.25 GHz) ~1.2-22
Unaccounted (most probably due to ~1.1 mm

geometric kicker offset)
The Stacktail system uses 8 kicker tanks located close
to each other in one straight section. Each tank has four
kickers. One of these 32 kickers is used for the
longitudinal core cooling other 31 for the stacktail. It has
became apparent that parametric heating has been a
problem for a long time. The problem was resolved after
two kickers on each side of kicker straight section were
switched off. That reduced the effective beta-function of
the parametric heating, £, from 2.3 to 0.6 m resulting in
negligible parametric heating. After the equalizer
installation we observed the strong transverse heating
again. This time it was excited by a resonance in the
kickers which became much more apparent with the
increased bandwidth. The resonance occurs at 3.25 GHz
and results in a resonant displacement of kicker electrical
center with frequency. The amplitude of the displacement
is ~2 mm and the quality factor is ~27. Figure 5 presents
dependence of computed horizontal heating rate on the
revolution frequency. Tables 2 and 3 present measured
heating and cooling rates for the horizontal degree of
freedom before the optics upgrade.

The optics upgrade increased the slip factor and
resulted in the displacement of heating peaks (related to

MOAZ2104

lower and upper betatron sidebands) so that the core
became better centered between the peaks. That reduced
the heating. In addition it reduced IBS and improved the
core cooling resulting in acceptable values for transverse
emittances.

PLANS

The following upgrades will be introduced after the
2007 shutdown end in the first half of October. First, the
upgrade of Debuncher transverse and longitudinal cooling
systems should improve their cooling times by about
10%. Second, a Debuncher optics correction should
improve vertical cooling by additional 5%. Third, an
improved equalizer will be installed into 4-8 GHz core
cooling systems resulting in more than a 50%
improvement in its damping rate. Fourth, faster
Accumulator-to-Recycler transfers will allow us to reduce
the stack size, which should additionally mitigate
transverse and longitudinal heatings. Together with a few
other operational improvements we expect the average
stacking rate be above 20-10" /hour by the next summer.
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CALCULATIONS ON HIGH-ENERGY ELECTRON COOLING IN THE
HESR*

D. Reistad, B. Galnander, K. Rathsman, The Svedberg Laboratory, Uppsala University, Sweden
A. Sidorin, Joint Institute of Nuclear Research, Dubna, Russia

Abstract

PANDA will make use of a hydrogen pellet target. We
discuss the choice of beam size at the target and emittance
stabilization, and show some results of simulations made
with BETACOOL. The simulations include the effects of
the internal target, intra-beam scattering, electron cooling
and in some cases also stochastic cooling.

HYDROGEN PELLET TARGET

In order to achieve luminosities in PANDA in the range
2x10% - 2x10% cm?s with 10™° — 10" stored antiprotons
in HESR, an internal hydrogen target with thickness
4x10™ cm? is required. A hydrogen pellet target [1] is the
only known kind of internal target, which meets this re-
quirement. At the same time, the granular nature of this
target will cause a temporally varying luminosity, particu-
larly if the antiproton beam has small transverse dimen-
sions compared to the vertical separation between pellets
or the diameter of the pellet stream.

The hydrogen pellets move in a well-collimated cylin-
drical flow in which they are distributed rather uniformly,
see figure 1. Experience from the use of the pellet target
at CELSIUS [2] shows that the pellet flux diameter can be
varied between about 1.5 and 3 mm by changing the size
of a skimmer in the pellet generator. Since PANDA re-

/—D—Q Pellet flux radius
i R
Average ver-
i A
! 2ry

tical pellet
spacing (h)
! Pellet diameter
Figure 1: Schematics of the pellet target geometry. The
pellets move from top to bottom with the same speed.

* Work supported by Uppsala University and by EU
Design Study Contract 515873, DIRACSecondary-
Beams
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Figure 2: Mean effective target thickness in atoms/cm® as
a function of the horizontal rms. beam size (in cm). Calcu-
lated for Gaussian distribution.

quires a very big luminosity, we have here chosen to as-
sume that the pellet stream will have a diameter of 3 mm.
The required target thickness is then met if the average

vertical separation between the pellets (h) is about 4 mm,

which is what we have assumed in the following. With a
pellet speed of 60 m/s, this corresponds to a pellet rate of
15,000 s, which is well within the achieved performance
of the hydrogen pellet target.

CHOICE OF BEAM SIZE AT TARGET

If the horizontal antiproton beam size on the target is
made too large, then the luminosity will be reduced due to
poor overlap between the beam and the target. The ex-
pression for a Gaussian beam is

<ER> g (o2 2 x2
peﬂ,mean:\/z—TO_x:F[z R®—x" exp) _263 dx
where
i7er
(R) = 3|;2<h>SR; R = 4.3x10% atoms/cm®
T

This effect is illustrated for our parameters in figure 2. We
see that the horizontal r.m.s. beam size should not be cho-
sen bigger than about 0.8 mm in order to keep the effec-
tive luminosity above 80 % of the maximum possible.

At the same time, if the beam size is chosen too small,
then the granular nature of the pellet target will cause
fluctuations in the effective target thickness. For a Gaus-
sian beam, the maximum instantaneous effective target
thickness, which occurs when the beam hits a pellet head-
on, is given by
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The ratio between the maximum and average luminosity
is plotted as the ratio between O 1o aNd  Oetr rean

according to these formulae, and also according to the
approximate formula given in [3], is shown in figure 3.
In fact, the beam distribution is not going to be Gaussian,
but more like a square with rather homogeneous density
of antiprotons up to a certain dimension, see figure 10
below. In the following, we define our transverse beam
size as the beam size, which contains 50 % of the parti-
cles.

We choose a *“square” beam spot with side
2x0.8=1.6 mm in both planes, which gives a ratio be-

8
1999, {- T

Ratio(s )

o

0465, o 1 1 L
005 01 015 02

005, o

Figure 3: Ratio between maximum and mean effective
luminosity as a function of rms beam size (in cm), as-
sumed to be the same in both planes. The lower curve is
according to the simplified formula in [3].

tween maximum and mean luminosity of about 3 and
about 80 % of the maximum possible average luminosity,
which we believe is an acceptable compromise.

CHOICE OF BETAVALUE AT TARGET

Conventional wisdom tells that the beta value at the
target should be chosen as small as possible, in order to
get the best single-scattering lifetime of the beam. We
have

2 2
2r,myCc ) ,b’_T
cpps A
where A is the acceptance of the ring. However, choosing
very small g; will make the maximum beta value in the

neighbouring quadrupoles large, which may make the
acceptance small, see figure 4. In HESR, the diameter of
the quadrupole vacuum chambers is planned to be 89 mm,
and PANDA requires the diameter of the vacuum cham-
ber at the pellet target to be 20 mm. Therefore, we can
assume that the horizontal and vertical acceptances are
given by:

Ossingle scattering = 7{

A —min (445mm)®* (10 mm)?
Y ’ :Bx,y,T

X, Y, max
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Figure 4: Choosing the beta value at the target too small
does not significantly improve single-scattering lifetime,
because the beta value in the neighbouring quadrupoles
becomes correspondingly larger.

Inspecting a MAD file for HESR [4] indicates the fol-
lowing approximate relationships between fg.. and Sr:

2 2
:Bx,max :ﬂx,T +m;ﬂy,max = ﬁy,T +m
ﬁx,T ﬁy,T
Inspecting these formulae shows that if the beta values at
the target are chosen below 4 m, then they have almost no
effect on the single scattering cross section. On the other
hand, if the beta values are chosen above 4 m, then the

single-scattering cross section will grow as ﬂrz We
choose p,r =p,r=4m for 1.5 GeV/c, but 8 m for

intermediate energies and 16 m for 15 GeV/c. The single-
scattering cross section remains much smaller than the
nuclear cross section for all momenta from 3.8 GeV/c and

up.

TRANSVERSE EMITTANCE
The choice of B, =B, =8m at intermediate ener-

gies together with the chosen beam spot on the target of
0.8 mm implies that the transverse emittance should be
8x10® m. For the lowest and highest energies required
transverse emittances are 1.6x10” m and 4x10® m respec-
tively.

ELECTRON BEAM

The task of the electron cooling system is to reduce the
energy spread of the antiproton beam to a few 10°°. This
corresponds to a longitudinal temperature of the antipro-
tons of about 0.1 eV, and can only be achieved with mag-
netized electron cooling. The magnetic flux in the elec-
tron beam is limited for technical reasons to
0.07x 7 x0.0085° Tm [5]. We have chosen an electron
beam diameter on the cooling section of 10 mm and a
magnetic field of 0.2 T. For a transverse electron tempera-
ture of 1 eV this magnetic field strength gives a cyclotron
radius of 1.7x10° m and at 8 GeV a typical distance be-

tween electrons ne’]/3 of 7.7x10* m, which means that

magnetized electron cooling can take place. The reason
for the choice of electron beam diameter is that we wish
the antiproton beam to remain essentially inside of the
electron beam in order to avoid any effects of non-linear
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electrical fields outside of the electron beam, which in our
opinion still remain to be fully understood [6,7]. We have
therefore also chosen the beta value in the electron cooler
to be only 10x 4., i.e. 80 m at intermediate energies.
Then, the “square” antiproton beam will have a side of
half of the electron beam diameter, and thus the antipro-
tons will essentially go inside of the electron beam.

SUMMARY OF PARAMETERS USED IN
COMPUTATIONS

The following parameters have been used in the com-
putations reported here:

effective length of electron cooler 20m

electron current 1A02A@
1.5 GeV/c

electron beam radius, uniform cylinder 5mm

magnetic field in electron cooler 02T

beta value at electron cooler (both Hand | 80 m (40,

V) 160m @ 1.5,
15 GeV/c)

transverse electron temperature (in centre | 1 eV

of electron beam)

Transverse gradient of electron velocity | 7x10° s

(in order to take unavoidable envelope

oscillations into account. The chosen

value corresponds to a cyclotron radius at

the edge of the electron beam of 0.1 mm,

or 35 eV)

longitudinal electron temperature 0.5 meV

electron beam neutralization nil

cooling force model Parkhomchuk

rms. straightness of magnetic field lines 1x10° radians

hydrogen pellet target, pellet size 30 um

pellet stream diameter 3mm

vertical separation between pellets 4 mm

beta value (both planes) at target 8m (4,16 m
@ 15,15
GeV/c)

nuclear reaction cross section 100, 70, 55,
50 mbarn @
1.5, 3.8,8.9,
15 GeV/c.

intra-beam scattering Martini mo-
del

barrier bucket voltage 200V

barrier duration (relative to circumfer- 10 %

ence)

EMITTANCE STABILIZATION

If special precautions were not to be taken, then the
electron cooling would reduce the transverse emittance
below the wanted value. This would make the antiproton
beam size on the target too small and also the momentum
spread increase due to intra-beam scattering.

Three different methods for stabilization of the emit-
tance have been discussed:
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e use of a “hollow” electron beam [8]

e application of white noise in the transverse
degrees of freedom

e intentional misalignment (“tilt”) of the elec-
tron beam with respect to the antiproton beam.
The “hollow” electron beam will be efficient for ion
beam storage using cooling-stacking procedure. The low
electron density in the stack region avoids overcooling of
the stack and decreases (for heavy ions) recombination in
the cooling section. In the HESR, where very small mo-
mentum spread is wanted, the hollow beam will not be
suitable, because cooled antiprotons will only see a small

1)

um

——tilt=0 —O—tilt = 10 prad —A—tilt =20 prad
—a—tilt = 30 urad —e—tilt = 40 prad

Figures 4 — 5: Transverse and longitudinal cooler rates at
8 GeV for different tilts.

electron density and the longitudinal cooling force will
therefore be correspondingly smaller.

Another unknown with the hollow electron beam will
be due to the non-linear electrical fields, that the antipro-
tons will be seeing. These fields may be particularly dam-
aging in the case of hollow beam [9].

Transverse heating by additional noise has been tried at
a few rings to suppress coherent instabilities. However,
the experience has been, that the transverse heating de-
creases the beam lifetime, and leads to increase not only
of emittance, but also of momentum spread.

Many experiments have shown, that a controlled mis-
alignment is a powerful tool to control the transverse
emittance of a stored beam. When the tilt reaches a cer-
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Figures 6—7: The calculated evolution of the beam under
the influence of the hydrogen pellet target, electron cooling
and intra-beam scattering of horizontal and vertical emit-
tances and momentum spread of a beam of 10" antipro-
tons of 8.9 GeV/c.

tain threshold the particles start to oscillate with a certain
value of betatron amplitude [10]. This amplitude depends
on the tilt angle, and the beam emittance cannot be less
than the value corresponding to the oscillation amplitude.
In absence of other effects, the beam profile has a specific
double-peak structure.

These oscillations are caused by the non-linearity of the
friction force. The force has a maximum at a certain rela-
tive velocity, and the oscillations begin when the trans-
verse velocity of the misaligned electron beam is equal to
the velocity, which is corresponding to the maximum of
the force. This transition from stable particle motion, de-
scribed by a fix-point attractor in the centre of phase
space, to oscillating motion corresponding to a circular
attractor is known as a “Hopf bifurcation”.

In the absence of the internal target, the beam distribu-
tions become significantly denser near the circular attrac-
tor. The density does become smeared by the target and
typically gets rather flat. However, if the dip in the middle
of the distribution would become too important, then a
solution can be to turn off the intentional tilt during short

LT
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Figure 8: Calculated equilibrium transverse beam pro-
files of 10™° 8 GeV electron-cooled antiprotons on target

in units of the initial rms. beam size of 0.56 mm.
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Figure 9: Calculated equilibrium momentum distribution
of 10 8 GeV electron-cooled antiprotons on target in units

of the initial rms. momentum spread of 1.29x10™.
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intervals. This will re-create the attractor in the middle of
the distribution.

The emittance stabilization by tilting the electron beam
with respect to the antiproton beam illustrated in figures 4
— 5, where the growth rates due to electron cooling are
shown as a function of transverse Courant-Snyder invari-
ant for different tilts. The calculation is made in BETA-
COOL [11] using the Parkhomchuk cooling model [8].
The rates can be compared to the heating rates caused by
the hydrogen pellet target, which for this energy are ap-

proximately 5x107° m/e s in the transverse planes
(where & is the Courant-Snyder invariant), and

2
3><10‘1°/(Ap] s in the longitudinal plane. This indi-
p

cates that at e =0.08 pm the equilibrium Ap/p between
target heating and electron cooling would be about
7x107°. In the tracking computation, we arrive at
4.4%107° for 90 % of the antiprotons.

RESULTS

Calculations were made with BETACOOL [11]. They
were carried out for a beam of 10" antiprotons (except
when stated otherwise) at 1.5, 3.8, 8.9, and 15 GeV/c. All
calculations were made assuming that the hydrogen pellet
target was continuously turned on. At 1.5 GeV/c we re-
duced the electron current to avoid instabilities. We found
the tilt angles as stated in the table below. At 15 GeV/c,
the situation dramatically improved when we included
longitudinal stochastic cooling as well as electron cooling
in the simulation, see below:

momentum | g | B | tilt le Ap/p
GeVic (m) | (m) | (radians) | (A) | (g0 o)
1.5 4 |40 |6x10° 0.2 |1.3x10°
3.8 8 |80 |35x10° |1 9.3x10°®
8.9 8 80 |35x10° |1 4.4x10°
15 16 | 160 | 8x10® 1 1.9x10™

In agreement with others in the project [12] we have
defined the momentum spread as the spread, which con-
tains 90 % of the antiprotons. The transverse emittances
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Figure 10: Calculated aspect of the beam on the target for
10" 8 GeV electron-cooled antiprotons on target.

are defined as the areas of the ellipses in phase space,
which contain 50 % of the particles, divided by .

The calculated evolution of horizontal and vertical
emittances and momentum spread of a beam of 10%° anti-
protons of 8.9 GeV/c are shown in figures 6 — 7, the cal-
culated equilibrium transverse beam profiles and momen-
tum distribution are shown in figures 8 — 9, and the calcu-
lated aspect of the beam on the target in figure 10.

The beam lifetime was ranging from about 3,000 s at
1.5 GeV/c to about 7,000 s at 15 GeV/c, considering nu-
clear cross sections and transverse acceptances as dis-
cussed above and momentum acceptance 2x107 [13].

We repeated the calculation at 8.9 GeV/c also for 10*
antiprotons, see figures 11 — 12. We note that the equilib-
rium 90 % momentum spread increased from 4.4x10° to
6.6x10°.

We note that at high energies the momentum distribu-
tion (figure 9) develops a pronounced low-energy tail. We
therefore have made another simulation, where we have
included longitudinal stochastic cooling as well as elec-
tron cooling. For the longitudinal stochastic cooling we
used a bandwidth from 2 to 4 GHz [14]. The resulting
longitudinal evolution and equilibrium distribution are
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Figures 11 — 12: The calculated evolution of the beam
under the influence of the hydrogen pellet target, elec-
tron cooling and intra-beam scattering of horizontal and
vertical emittances and momentum spread of a beam of
10* antiprotons of 8.9 GeVi/c.
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Figure 13: Calculated longitudinal evolution of the
beam under the same conditions as in figure 7, but with
stochastic cooling as well as electron cooling assumed.
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Figure 14: As figure 9 but with stochastic cooling as
well as longitudinal cooling.

shown in figures 13-14. The equilibrium 90 % momentum
spread went down from 4.4x107° to 3.4x10°

We also made a calculation at 15 GeV/c where we
again included longitudinal stochastic cooling with band-
width from 2 to 4 GHz as well as electron cooling. The
equilibrium momentum spread improved dramatically:
from 1.9x10™ to 3.4x107,

0001 0m
NI

CONCLUSIONS

We have chosen a “square” beam spot with side 1.6
mm on the pellet target, and shown that by appropriate
choice of beta value at the target and suitably tilting the
electron beam, this can be combined with achieving very
small momentum spread. At high energies, a combination
of electron cooling and longitudinal stochastic cooling
gives the best performance.

REFERENCES

[1] C. Ekstrém et al., NIMA 371 (1996) 572.
[2] G. Norman, private communication.
[3] V. Ziemann, NIMA 556 (2006) 641.
[4] Y. Senichev, private communication.
[5] T. Bergmark et al., EPAC2006.
[6] D. Reistad et al., CERN94-03, 183.
[7] J. Dietrich et al., COOLO05, 270.
[8] V.V. Parkhomchuk, COOLO05, 249.
[9] V. Ziemann, NIMA 556 (2006) 45.
[10] H. Danared et al., EPAC2000.
[11] A. Sidorin, these proceedings.
[12] A. Lehrach, private communication.
[13] R. Maier, private communication.
[14] H. Stockhorst, private communication.



Proceedings of COOL 2007, Bad Kreuznach, Germany

MOAZ2I06

ELECTRON COOLING STATUS AND CHARACTERIZATION AT
FERMILAB’S RECYCLER*

#
L.R. Prost , A. Burov, K. Carlson, A. Shemyakin, M. Sutherland, A. Warner, FNAL, Batavia, IL
60510, U.S.A.

Abstract

FNAL’s electron cooler (4.3 MV, 0.1 A DC) has
been integrated to the collider operation for almost two
years, improving the storage and cooling capability of the
Recycler ring (8 GeV antiprotons). In parallel, efforts are
carried out to characterize the cooler and its cooling
performance.

This paper discusses various aspects of the cooler
performance and operational functionality: high voltage
stability of the accelerator (Pelletron), quality of the
electron beam generated, operational procedures (off-axis
cooling, electron beam energy measurements and
calibration) and cooling properties (in the longitudinal and
transverse directions).

INTRODUCTION

The Recycler Electron Cooler (REC) [1] has been
fully integrated to the collider operation since January
2005. However, over the past year, the average antiproton
production rate in the Accumulator ring has almost
doubled, reducing the average time between successive
injections into the Recycler from 4 to 2.5 hours, hence
increasing the need for fast cooling. In turn, the REC has
been heavily relied upon for the storage and cooling of
8 GeV antiprotons destined for collisions in the Tevatron.

In this paper, we report on the status of the electron
cooler, which has proved to be very reliable over the past
year. We also discuss its overall cooling performance,
through dedicated friction force and cooling rate
measurements.

THE REC IN OPERATION

The REC employs a DC electron beam generated in
an electrostatic accelerator, Pelletron [2], operated in the
energy- recovery mode. The beam is immersed into a
longitudinal magnetic field at the gun and in the cooling
section (CS); other parts of the beam line use lumped
focusing. The main parameters of the cooler can be found
in Ref. [1].

Cooling Procedure

The cooling procedure described in Ref. [3] remains
the norm to this date: the electron beam is used when
needed and the cooling rate is being adjusted by
increasing or decreasing the fraction of the antiproton
beam that the electron beam overlaps (through parallel
shifts). The driving consideration for this procedure is to
avoid overcooling the center of the antiproton beam and

" Operated by Fermi Research Alliance, LLC under Contract No. DE-
AC02-07CH11359 with the United States Department of Energy
*Iprost@fnal.gov

preserve its lifetime.

A cooling sequence is illustrated on Figure 1 and in
this particular case the electron beam was turned on just
before the 3" injection (out of 11) and kept on until
extraction to the Tevatron. Throughout the storage cycle,
the electron beam position is adjusted regularly according
to the needs for longitudinal cooling. Note that stochastic
cooling is always on (both the longitudinal and transverse
systems).

[eVs]

Horizontal emittance (95%, n) [ = mm mrad]
Longitudinal emittance

g 8.

g

Number of antiprotons [10'%]
g 8 B

B
g 5 s 8 B
Electron beam position [mm]

8

Elapsed ime ]
Figure 1: Example of the cooling sequence and electron
beam utilization during a storage cycle. Bottom plot -
Solid blue: Number of antiprotons; Green triangles:
Electron beam position; Top plot — Solid red: Transverse
(horizontal) emittance measured by the 1.75 GHz
Schottky detector; Black circles: Longitudinal emittance
measured by the 1.75 GHz Schottky detector. The
electron beam current is kept constant (100 mA).

At the end of the storage cycle, just before mining [4], the
beam is brought ‘on-axis’ (i.e. the electron beam
trajectory coincides with the antiprotons central orbit) to
provide maximum cooling when lifetime preservation is
no longer an issue since the antiprotons are about to be
extracted to the Tevatron. Recently, to accommodate the
large number of particles often present in the Recycler
(>300x10'"), the electron beam current is increased from
100 mA to 200 mA after the last injection of fresh
antiprotons. The additional cooling strength obtained from
the increased beam current is required to reach the
longitudinal emittance needed for high transfer
efficiencies in the downstream machines all the way to
collision in the Tevatron.

The final cooling sequence (between the last injection
from the Accumulator to extraction to the Tevatron) takes
2-2h30 (Figure 2). It is dictated by the needs for reducing
the longitudinal emittance from 110-120 eV s (just after
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the last injection) to 60-70 eV s before extraction to the
Tevatron [5], while maintaining a decent beam lifetime
(> 100 hours). However, in this case, cooling ultimately
takes priority on lifetime preservation, although the
cooling strength is increased in steps. On Figure 2, one
can see how moving the electron beam closer to the
antiprotons central orbit decreases both the longitudinal
and transverse emittances but also affects the lifetime.
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Figure 2: Example of a final cooling sequence. The
legend is the same as for Figure 1. Electron beam is kept
constant (200 mA).

The antiproton beam lifetime is currently difficult to
extract quantitatively because the main beam current
diagnostic, a DCCT, failed and the alternate beam current
monitor does not perform reliably with the barrier-bucket
RF structure. Nevertheless, the fact that the beam current
signal turns over indicates a real degradation of the
antiproton lifetime. Note that a new DCCT has been
installed during our latest shutdown period, which will
give us back the ability to investigate lifetime issues in the
Recycler (induced or not by the presence of the electron
beam).

Availability and Performance Stability

Due to the increased demand on electron cooling, it is
imperative that the cooler be very reliable. A storage
cycle (between extractions to the Tevatron) typically lasts
25-35 hours and, on average, the electron beam is used
75% of this time, with an electron current I, = 100-
200 mA. During our recent run (~past 8 months), the
number of downtimes needed for conditioning of the
acceleration tubes was approximately once every two
months. Conditioning usually followed a series (2-3) of
full discharges, when the Pelletron voltage drops to zero
in a sub-us time, and the pressure in one of the
acceleration tubes increases by several orders of
magnitude. When they occur, full discharges take 30-
60 minutes to recover from while conditioning takes 4-
8 hours. However, note that when possible, conditioning
is carried out during times when the electron beam is not
absolutely required, limiting its operational impact. In
addition, routine maintenance requiring opening of the
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Pelletron tank (~3 days of downtime) were carried out
once every 5-6 months, when the whole complex
undergoes some downtime, mainly for cleaning of the
charging circuitry (chain, pulleys, sheaves, corona needles
replacement). Other sources of beam downtime were
mostly related to issues with the controls system. Short
recirculation interruptions (<1 min with low impact on the
operation performance) have also been sparse (~2-10 per
day) and many of them were false-positive due to losses
from the Main Injector (i.e. proton loss during
acceleration) being recorded by the electron cooler
protection system. The latter has been resolved by
masking (in the software) the Main Injector losses during
acceleration.

Besides the intrinsic cooling performance to be
discussed in the following section, being able to maintain
(or quickly return to) optimum conditions for efficient
cooling during operation is critical. The main three
reasons that hinder the cooling performance were found to
be the degradation of the cooling section magnetic field
straightness, the antiproton trajectory drift and the
Pelletron HV stability.

Once the electron beam trajectory has been
optimized, we find that, over time, it changes in a fashion
consistent with a degradation of the straightness of the
magnetic field from solenoid to solenoid. To correct for
this misalignment, a beam-based procedure was
developed, relying on cooling rate and/or friction force
measurements [6]. Over the past year, this procedure was
repeated twice and the cooling efficiency increased both
time.

While for storing purposes the antiproton trajectories
only need to be stable to the ~1 mm level, for cooling
purposes, any misalignment between the electron and
antiproton beam trajectories introduces a shift and/or adds
an effective angle which impacts the cooling
performance. For reason not well determined (but ground
motion is a possible candidate along with failing power
supplies), we find that the antiproton beam trajectories
need to be adjusted regularly, once every 1-2 months, or
when a significant piece of hardware has been changed
out (i.e. a corrector bulk power supply). To do so, a
localized 3-bumps has been implemented, which allows
for steering the antiproton beam in the cooling section
both for its position and its average tilt, while maintaining
a closed orbit around the ring.

Finally, the Pelletron high voltage stability may be
the one parameter that can have a significant impact on
operation in various ways.

First, the most detrimental events for the integrity of
the cooler are the full discharges. Specific efforts to
reduce their frequency are reported in Ref. [7,8]. As
mentioned in the first section of this paper, during our
recent run (~past 8 months), the number of full discharges
was limited to ~2-3 every two months, with successive
discharges typically occurring over a few days, at which
point, conditioning of the tubes was undertaken. In all
cases, the conditioning process revealed that the
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weakened region was located in the top half of the
acceleration tubes (low kinetic energy).

Then, besides high voltage events leading to beam
interruptions, the question of the Pelletron energy stability
(relative and absolute) arises. We found that the average
energy of the electron beam drifts over long period of
times (by up to 1-2keV), which reduces greatly the
cooling efficiency. In addition, it is sensitive to the
Pelletron temperature and the energy changes at the rate
of ~ -300 V/°C. This is mostly an issue at turn on since it
takes 6-10 hours for the Pelletron to reach its equilibrium
temperature. Figure 3 shows an example of the typical
flattened antiproton longitudinal distribution measured
with a Schottky pickup when the electron beam
momentum is offset by some significant amount with
respect to the antiproton momentum (left). For
comparison, Figure 3 also shows the much sharper peak
(right) that one obtains when the electron beam energy is
close to being optimal. Although the antiproton
momentum distribution is a good indication that the
electron beam energy is not adequate a posteriori, it does
not provide the magnitude and the sign of the mismatch.
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Figure 3: Antiproton longitudinal distributions measured
with the 1.75 GHz Schottky detector. In both cases, the
electron beam was on axis for ~2h at 100 mA. Bunch
length = 6.1 ps. N, = 200x10" (left) and 280x10" (right)
particles.

The absolute electron beam energy calibration is
done using un-bunched antiprotons (no RF structure) and
measuring its longitudinal Schottky distribution, for
which the frequency of the peak with respect to the
revolution frequency indicates the absolute momentum
shift between the two beams. However, this method can
only be used with a very low number of antiprotons in the
ring (<20x10'%) and does not allow for opportune checks.
Instead, we are able to utilize the 180° bend magnet
following the cooling section and a beam position monitor
(BPM) just downstream (RO1) as an energy analyzer.
Again using antiprotons for calibration purposes, the
absolute vertical (y) position is recorded, as well as the
relative displacement of the beam as a function of the
electron beam energy. Figure 4 shows the Pelletron’s high
voltage read back and the corresponding beam
displacement at ROl when a step function is applied.
While the relative calibration (0.31 mm/kV) is very
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stable, the absolute position at RO1 for a fixed energy
does vary with time also and needs to be recalibrated with
antiprotons ~once a month. This is because the position at
the entrance of the bend is not exactly fixed due to
upstream drifts (BPM electronics, supplies
stability, ground motion).
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Figure 4: Pelletron voltage (1-blue) and electron beam
vertical (y) position at ROl (2-red) as function of time
during a voltage jump. The corresponding calibration is
0.31 mm/kV.

The use of the beam position at R01 as a measure of the
electron beam energy also revealed some limitations to
the generator volt meter (GVM) that is used to regulate
the Pelletron high voltage. Figure 5 shows the time
evolution of the Pelletron voltage (average value being
subtracted) as measured by the GVM, a capacitive pickup
(CPO) and the displacement at RO1. Both the CPO and
the RO1 BPM indicate a ~1 kV voltage drop of several
seconds at t ~ 60 s, while the GVM remains unperturbed.
This could be the result of micro-discharges with nano-
Amperes current flowing directly to the GVM plate and
we are considering implementing a magnetic shielding of
the GVM. Note that at this time, the CPO signals are not
used for regulation of the high voltage.
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Figure 5: Relative (AC) Pelletron voltage as a function of
time. Blue: GVM; Red circled: Capacitive pickup (CPO);
Green triangles: position at RO1.

Because these drops in voltage are of short period of
times, their impact on cooling is low. However, they can
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be a problem during drag rate measurements by the
voltage jump method.

Electron Beam Related Operational Issues

Since we started to use the electron beam for cooling,
we dealt with three major issues: transverse emittance
growth, fast beam loss and lifetime degradation of the
antiprotons.

Transverse emittance growth was observed during the
mining process where both the physical (i.e. peak current)
and phase space density become relatively large [3]. A
change of our operating point from 25.414/24.422 (H/V)
to 25.452/24.469, suggested from the analysis of
quadrupole instabilities in the presence of an electron
beam [9], eliminated almost entirely the emittance growth
problem. However, we now believe that the quadrupole
instability was not the mechanism by which emittance
growth was induced but rather a single particle resonance
mechanism [10], which could also explain the different
beam lifetime observed for different working points in
tune space [11].

Fast antiprotons loss is typically the result of one of
two different beam conditions, both of which become
more difficult to avoid as the number of antiprotons
increases: high phase-space density or high peak current
of the antiproton beam. With the addition of dampers
[12], the threshold for resistive wall dipole instabilities
[13] has greatly increased [11] and has not been an issue
recently. To deal with high peak currents occurring during
mining of large stacks, the RF structure of the mined
buckets has been modified [14], reducing by a factor of 2
the maximum peak current of any single bunch. The new
RF structured allowed to successfully mine and extract up
to ~450%x10'? antiprotons.

Because of the problem related above with our beam
current monitor, no recent observations were made
regarding the lifetime degradation of the antiproton beam
undergoing electron cooling. It is clear, however, that it
remains the biggest issue when the number of antiprotons
in the Recycler exceeds 350-400x10'°. It is also important
to note that the history of how the antiproton beam is
cooled (i.e. relative position of the electron beam w.r.t.
the antiproton beam as a function of time) leads to very
different lifetimes for nearly the same antiproton beam
parameters. As was noted in Ref. [3], the lifetime
appeared to improve at the new tunes, although no good
explanation has been developed as for why. In that
respect, exploring other tune regions may prove to be
beneficial. Thus, additional quadrupoles are being
installed in the Recycler to increase its tune phase-space
range.

We are also investigating a novel procedure for
cooling which relies on a modified RF bucket structure,
the so-called compound bucket, which separates in the
longitudinal direction the high transverse emittance, high
momentum spread particles (i.e. hot particles) from the
low transverse emittance, low momentum spread particles
(i.e. cold particles). Then, gated stochastic cooling is
applied on the hot particles, while the electron beam
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remains on axis cooling more -efficiently the cold
particles. Details of this technique are presented in Ref.
[15] along with preliminary results. The purpose of this
procedure would be to provide strong cooling while
maintaining a good lifetime.

COOLING PERFORMANCE

Longitudinal Cooling Force

The cooling properties of the electron beam are first
evaluated with drag rate measurements by a voltage jump
method [16]. Details on the methodology and results of
these measurements can be found in Ref. [3], and more
recent measurements of the drag force as a function the
antiproton momentum offset p=P-Py=yM,V,. are
plotted on Figure 6. For p = 4 MeV/c, the typical rms
momentum spread of the antiproton beam during
operation, the drag rate ranges from 25 to 50 MeV/c per
hour. This difference appears to be correlated to the
transverse emittance of the antiproton beam. For the
measurements presented in Ref. [3], the antiproton
transverse emittance was relatively large (2-6 m mm mrad,
95%, normalized, measured with a Schottky detector) and
not accurately monitored during the data acquisition. In
Figure 6, the starting initial transverse emittances, as
measured with flying wires, are similar for both data sets
(< 0.5 * mm mrad, 95%, normalized). However, for the
blue diamond data points, the extent of the antiproton
beam in the transverse direction was further limited with a
scraper, which was moved in between each measurement.
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Figure 6: Longitudinal cooling force (negated) as a
function of the antiproton momentum deviation. Points
are data with error bars representing the statistical error
(1o) of the measurement procedure. Dashed lines are a fit
to the data using a non-magnetized model. Pink squares:
no scraper limiting the aperture; Blue diamonds: Scraper
was brought in to the same transverse location between
measurements; Green triangle: Measurement immediately
after moving in and out the scraper. For all measurements,
transverse stochastic cooling was applied, 7, = 100 mA,
on-axis.

Because of various calibration issues, it is difficult to
relate the acceptance limitation technique to a quantitative
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measure of the emittance. Nonetheless, the data point at
46.9 MeV/c per hour obtained immediately after a scrape
shows the extreme sensitivity of the friction force to the
transverse distribution of the antiproton beam. More
details on the friction force measurements, their
interpretation and comparison with non-magnetized
models can be found in Ref. [17].

Correlation to the Electron Beam Properties

The electron beam cooling capability depends on the
beam energy spread oy, rms value of the electron angles
in the cooling section 6,, and beam current density J, (or
beam size at a fixed beam current). As such, one would
expect to be able to correlate the drag rate measurements
with the electron beam parameters independently
measured [3,8,11,18].

Fitting the data from Figure 6 with the usual non-
magnetized model [19,20] does not lead to any significant
disagreement (to within a factor of two) with previously
reported fitted parameters [3, Table 2]. In fact, at
1.0 A cm™ (for both curves in Figure 6), the fitted current
density is closer to the theoretical calculation than
previously reported. Also, the fitted rms electron angle is
150 and 120 prad for the brown and red curves,
respectively, which could be explained by the fact that the
smaller antiproton beam experiences a better quality beam
on average. On the other hand, the fitted rms energy
spread (600-650 eV) is quite larger than what we would
expect from the Pelletron HV ripple, 6U =250 eV rms
and multiple-coulomb scattering and electron beam
density fluctuations [21] which are estimated to contribute
~100 eV, added in quadrature.

However, it should be noted that the extraction of the
friction force F from the drag rate measurements assumes
that the second derivative of the friction force w.r.t. p is
small so that F(p)~ p. This latter assumption becomes

questionable with the increasing amplitude of the
maximum friction force and a more complex analysis of
the drag rate data is being considered.

Preliminary Measurements with a Scintillator
Screen

Although the cooling performance proved that the
beam quality was overall adequate for regular operation,
we still lack a consistent model which would explain all
of our measurements.

Firstly, the beam size measured with scrapers was
~1.4 time larger than expected based on conservation of
the magnetic flux (Bush’s theorem) [8]. On the other
hand, friction force measurements showed that the
effective electron beam radius was much smaller than
both the direct measurement with scrapers and the
expected value [18], of the order of 1 mm. In Ref. [3], it
was pointed out that our estimation of the envelope
scalloping could be an underestimate for the core
particles, which could explain the smaller measured
effective radius. We also proposed that secondary
electrons be responsible for the larger than expected beam
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size [8]. In addition, during the optics optimization
process, we observed that the cooling force had a shallow
maximum when plotted against the matching solenoid
strength just upstream of the cooling section. This was
unexpected considering that they should affect the
electron beam envelope considerably.

Preliminary measurements of the beam profile at the
exit of the cooling section with a scintillator screen (a
YAG crystal [22]) and gated CID camera (Figure 7)
revealed interesting features that would explain the
inconsistencies mentioned above. First, the beam core
(saturated region) is elliptical. This indicates envelope
oscillations in the cooling section, hence larger scalloping
angles than estimated and a faster drop of the cooling
force away from the axis than if the beam was self-
similar.

Second, there is a clear halo of electrons more round
than its core. The boundary of the halo is what the
scrapers measure, thus explaining the large radius
measured by this method.

Figure 7: Picture of the electron beam at the exit of the
cooling section taken with YAG screen and CID camera.
The pulse amplitude was 3.2 kV (i.e. ~100 mA).

At this time, neither the ellipticity of the distribution nor
the presence of the halo is completely understood. Further
measurements with OTRs and the YAG are planned for
the near future.

Cooling Rates

Although friction force measurements are necessary
to understand the ultimate cooling capabilities of the
electron cooler, cooling rate measurements are more
adequate to qualify the cooler performance for operation
purposes. Cooling rates measurements were discussed in
detail in Ref. [18] and typical results were found to be
-8 MeV/c per hour; for the longitudinal cooling rate,
-6 m mm mrad /hr for the average transverse cooling rate
for flying wire data and -2 m mm mrad /hr for the average
transverse cooling rate for the Schottky detector data.
However, as for the drag rates, we found the cooling rates
(both longitudinally and transversely) to be sensitive to
the antiproton transverse emittance. This is illustrated in
Figure 8, where the longitudinal cooling rate is plotted
against the antiproton transverse emittance measured by
flying wires.
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Figure 8: Longitudinal cooling rate (negated) as a
function of the antiproton transverse emittance (from
flying wire measurements). The dashed line is an arbitrary
power law fit (for illustration only). The electron beam
was on axis for all measurements (100 mA).

Once again, the image of the electron beam on the YAG
screen suggests that this dependence may be due to the
lack of homogeneity in the electron beam properties.

At this point, in order to assess the cooling properties
of the electron beam more precisely and in an
understandable fashion, the beam line optics need to be
corrected. This work will take place this fall.

CONCLUSION

Electron cooling plays a preeminent role in
Fermilab’s latest luminosity achievements. The electron
cooler high voltage stability and reliability has proven to
be exceptionally good and the electron beam
characteristics adequate and sufficiently stable to provide
the necessary cooling performance.

Full discharges are sparse and conditioning of the
accelerating columns is only required every ~2-3 months.
In addition, long shutdowns for Pelletron maintenance (2-
3 days) are only needed every ~6 months.

The measured longitudinal friction force and cooling
rates were found to depend greatly on the antiproton
transverse emittance. Recent YAG measurements indicate
that the electron beam distribution may be the main
culprit. Thus, correcting the electron beam line optics
could significantly improve the cooling performance
further (now planned).

The antiproton lifetime under strong electron cooling
remains the main issue and may be dealt with another
change of the Recycler working point.
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COOLING RESULTS FROM LEIR
G. Tranquille, CERN, Geneva, Switzerland

Abstract

The LEIR electron cooler has been successfully
commissioned for the cooling and stacking of Pb™** ions
in LEIR during 2006. The emphasis of the three short
commissioning runs was to produce the so-called “early”
beam needed for the first LHC ion run. In addition some
time was spent investigating the difficulties that one
might encounter in producing the nominal LHC ion beam.

Cooling studies were also made whenever the machine
operational mode made it possible, and we report on the
preliminary results of the different measurements
(cooling-down time, lifetime etc.) performed on the LEIR
cooler. Our investigations also included a study of the
influence of variable electron density distributions on the
cooling performance.

INTRODUCTION

The LHC program foresees lead-lead collisions in 2009
with luminosities up to 107 cm?st. In LEIR, ion beam
pulses from the LINAC3 are transformed into short high-
brightness bunches needed for the LHC. This is obtained
through multi-turn injection, cooling and accumulation.
The electron cooler plays an essential role in producing
the required beam brightness by rapidly cooling down the
newly injected beam and then dragging it to the stack.
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Figure 1: A standard 3.6s LEIR cycle during which 2
LINAC pulses are cooled-stacked in 800ms at an energy
of 4.2 MeV/n. After bunching the Pb ions are accelerated
to 72 MeV/n for extraction and transfer to the PS.

The goal of the LEIR commissioning runs in 2006 was
to produce the Pb ion beam with the characteristics
required for the first LHC ion run (Nj,s = 2.2x10°%, Ehy <
0.7 pm) and to subsequently transfer this beam to the next
accelerator in the injection chain, the Proton Synchrotron
(PS), for beam studies. Figure 1 shows a typical LEIR
cycle in which two pulses are cooled and stacked to
obtain the required intensity and emittance after which the
beam is accelerated to top energy and extracted to the PS.
These tests were so successful that the Pb ion beam was
also extracted towards the Super Proton Synchrotron
(SPS) for tests of the beam transport system and the
stripping foil. Initial investigations into the production of
the optimum beam (Nj,,s = 1.2x10°, gny < 0.7 um) for

LHC were also made on dedicated machine cycles. A full
report of the LEIR commissioning can be found in [1].

ELECTRON COOLER HARDWARE
COMMISSIONING

Hardware commissioning of the electron cooler
concentrated on ensuring the vacuum [2] compatibility of
the new device as well as exploring the performance
limits. The main parameters of the cooler have been given
in previous papers [3]. Two operational regimes can be
used depending on the momentum of the ions to be
cooled. If the small normalized emittances required
cannot be reached at injection energy e.g. due to direct
space charge detuning, operation of the cooler at the
extraction energy will be necessary. In this scenario
(unlikely for Pb ion operation, but a possible option for an
eventual later upgrade to lighter ions), the LEIR magnetic
cycle must contain an additional plateau at a suitable
higher energy.

Electron Gun Characteristics

The high perveance gun provides an intense electron
beam in order to decrease the cooling rate. However, in
theory, increasing the electron density induces first an
increase of the recombination rate (capture by the ion of
an electron from the cooler), which is detrimental to the
ion beam lifetime, and secondly increases the electron
azimuthal drift velocity, thus increasing the cooling time.
To combat the increase in electron-ion recombination, the
electron gun has a “control electrode” used to vary the
density distribution of the electron beam. The beam
profile is adjusted in such a way that the density at the
centre, where the cold stack sits, is smaller and thus the
recombination rate is reduced. At larger radii, the density
is large and allows efficient cooling of the injected beam
executing large betatron oscillations.
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Figure 2: Electron beam current as a function of
Vcont/Vgrid for Ee = 2.3 keV.
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Figure 2 shows the measured electron beam intensity as
a function of the control to grid voltage ratio. As the
control electrode voltage is increased, the electron beam
distribution changes from a parabolic beam (V ., < 0.2
Vgia) to a completely hollow beam (Vipn = Vgig). A
maximum stable current of 530 mA with a hollow
distribution has been obtained but for operational
purposes only 200 to 300 mA are used.

The effectiveness of the electrostatic bend has also been
demonstrated when trying to obtain the highest electron
currents. With only the B field in the toroids the relative
losses are an order of magnitude higher than with a
crossed electrostatic and magnetic field and it is very
difficult to obtain a stable beam. With a polarisation
voltage of 240 V and a careful steering of the electron
beam into the collector, currents of up to 530 mA can be
obtained. Figure 3 shows the dependence of the relative
beam losses on the electron current for the two regimes.
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Figure 3: Relative electron beam loss as a function of the
electron current, showing the influence of the electrostatic
bend on the electron collection efficiency.

A system for measuring the beam position was also
implemented and is used to align the electron and ion
beams more efficiently. The measurement is done by the
direct modulation of the electron intensity by a high
frequency sine wave applied on the grid electrode. The
sum and difference signals from the two position pick-ups
installed in the cooling section are then acquired and
calibration coefficients and offsets are applied to obtain
the electron beam position. Using the different correction
coils, the electron beam position and angle are adjusted
such that the alignment with the circulating ion beam is
optimum.

COOLING AND LIFETIME STUDIES

The cooling of ion beams was studied in parallel with
the commissioning of the LEIR ring. Schottky
diagnostics, ionisation profile monitors (IPM) and beam
current transformers (BCT) were used to measure the
phase-space cooling characteristics and to investigate the
influence of the electron beam profile on the ion beam
lifetime [4,5]. During the measurement we encountered
many problems with the ionisation profile monitors which
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severely limited the quality of our measurements and
limited the measurements to the horizontal plane only.
These monitors have been redesigned and will be used in
future measurement sessions.

As many of the LEIR systems had to be commissioned
at the same time it was difficult to obtain long cycles
dedicated to electron cooling studies. Almost all our
measurements were performed on the standard magnetic
cycle lasting 2.4 or 3.6 seconds during which 2 to 4 Linac
pulses are cooled and stacked at 4.2 MeV/u. Due to the
short duration of the injection plateau the momentum
spread and the horizontal beam size after 400 ms were
used as the measured parameters to characterise the
cooling performance.

Influence of Beam Expansion

On the LEIR electron cooler the beam size can be
varied by applying a stronger longitudinal field in the gun
region. A maximum expansion factor of 3 is available
thus making it possible to vary the electron beam radius
from 14 mm to 24 mm. Figure 4 shows the result of a
series of measurements made for two electron beam
distributions (uniform for Vc/Vg = 0.2 and hollow for
Vc/Vg =0.5) with similar currents ( ~150 mA).
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Figure 4: Beam size 400 ms after first injection as a
function of the electron beam radius.

What one sees is that beam expansion becomes less
useful when the electron beam radius is greater than 20
mm, roughly the size of the injected beam. Another
phenomenon that was observed with larger electron
beams is the relatively bad cooling of the first injected
beam. In all our measurements, regardless of the number
of injections, the first beam was never fully cooled to
make space for another injection. Subsequent injections
were cooled to dimensions almost twice smaller than the
first one.

Influence of the Density Distribution

The electron beam density distribution can be varied
from a parabolic distribution to a completely hollow one
by applying a voltage on “control electrode” in the gun.
For a grid voltage to control voltage ratio (Vg/Vc) below
0.2 the electron beam essentially has a parabolic
distribution. Above this ratio the distribution changes



Proceedings of COOL 2007, Bad Kreuznach, Germany

from uniform to hollow. In figure 5 the electron beam
distribution is varied as the intensity is increased. Again
we observe a minimum in the curve corresponding to a
slightly hollow distribution.
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Figure 5: Beam size after 400 ms as a function of the
electron beam distribution for the operational value of
expansion (k=1.7, r=18 mm).

It is clear from the above measurements that a more
detailed study of the interplay between beam size,
intensity and density distribution needs to be made in
order to optimise the transverse cooling.

Longitudinal Cooling

The momentum spread after 400 ms of cooling was
measured using a down-mixed longitudinal Schottky
signal captured with a fast ADC and treated
mathematically to produce the spectral density
distribution as a function of time. The results shown on
the scatter plot of figure 6 do not exhibit any particularly
strange behaviour, with a decreasing momentum spread
as the electron current is increased.
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Figure 6: Momentum spread of the cooled ion beam after
400 ms as a function of electron current.

If we look more closely at the actual Schottky spectra
(Figures 7a and 7b) then we see that, as the intensity goes
up, and the distribution becomes more hollow, the final
energy of the cooled ions vary well after the equilibrium
momentum spread has been reached.
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Figure 7a: Longitudinal Schottky evolution for uniform
electron beam distribution.
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Figure 7b: Longitudinal Schottky evolution for a hollow
electron beam distribution.

Lifetime Studies

In previous tests [6] the maximum accumulated
intensity was a factor 2 lower than that required for the
nominal LHC ion beam (1.2x10° ions). This was in part
attributed to a short lifetime due to the recombination of
ions with the cooling electrons and also to the limited
electron current that could be obtained for effective
cooling with the old electron gun.
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Figure 8: Example of the BCT signal for lifetime
measurements.
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In our measurements intensities well above 1.2x10°
ions could easily be accumulated with an injection
repetition rate of 1.6 Hz and an electron current of 110
mA. If the repetition rate is increased, the maximum
number of stacked ions decreases proportionally for the
same electron current.
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first LHC ion run planned for 2009. First investigations
on the cooling performance and ion beam lifetime clearly
indicate of the usefulness of high-intensity electron beams
with variable density distributions [7] but the expected
gain in ion beam lifetime with hollow electron beams is
not clearly observed. More systematic studies of the
influence of the different variables on the cooling
performance still need to be done making use of the
recently upgraded diagnostic systems (IPM and spectrum
analysers).
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Figure 9: Beam lifetime for a parabolic (blue) and hollow
(red) electron beam distribution.

The lifetime of the cooled ion beam can be measured
by recording the evolution of the BCT signal as a function
of time (Figure 8). The lifetime of the circulating beam
was also compared for a parabolic and a hollow electron
beam distribution (Figure 9). From the plot we see that
the electron beam distribution does not significantly
influence the lifetime indicating that recombination may
not be after all the main cause of the short lifetime
measured in the 1997 tests. Other processes related to the
vacuum conditions or the injection scheme could be more
dominant.

A complete plot of all our lifetime measurements for
different intensities and density distributions is shown in
figure 10. The slope of the curves gives the lifetime due to
the electron beam whilst the intersection with the y-axis
gives the vacuum lifetime. Comparing with the
measurements made in 1997, we see a definite gain by a
factor of 2 in the vacuum lifetime. The lifetime due to the
electron beam is also slightly improved but does not seem
to be influenced by the electron beam distribution.

CONCLUSIONS

The new electron cooler for LEIR has been successfully
integrated in the LEIR environment and commissioned. It
has been used routinely for the LEIR ring commissioning
with O*" and Pb>** ions where its role has been central in
obtaining the Pb ion beam characteristics required for the
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Figure 10: Inverse lifetime of Pb54+ ions as a function of
electron current and density distribution.

REFERENCES

[1] C. Carli, “Commissioning and Performance of
LEIR”, These proceedings.

[2] E. Mahner, “The Vacuum System of the Low Energy
Ion Ring at CERN: Requirements, Design and
Challenges”, CERN AT-2005-013.

[3] G. Tranquille, “Specification of a new Electron
Cooler for the Low Energy ion Ring, LEIR”,
Proceedings of COOLO03, Yamanashi, Japan, 2003.

[4] J. Tan and G. Tranquille, “Beam Diagnostics with
Schottky Noise in LEIR”, EPAC’06, Edinburgh, June
2006, p. 1214.

[5] C. Bal, V. Prieto, R. Sautier, G. Tranquille, “First
Results from the LEIR Ionisation Profile Monitors”,
To be published in the DIPACO7 proceedings.

[6] J. Bosser, C. Carli, M. Chanel, R. Maccaferri, D.
Mohl, G. Molinari, S. Maury, G. Tranquille , “The
Production of Dense Lead-ion Beams for the CERN
LHC”, Proceedings of ECOOL99, Uppsala, Sweden,
1999, and CERN/PS 99-042 (BD).

[7] V. Parkhomchuk, “Comparison of Hollow Electron
Device and Electron Heating”, These proceedings.



Proceedings of COOL 2007, Bad Kreuznach, Germany

TUM1102

COMMISSIONING OF ELECTRON COOLING IN CSRM*

X.D. Yang™, V.V. Parkhomchuk?, W.L. Zhan*, J.W. Xia®, H.W. Zhao*, G.Q Xiao®,
Y.J. Yuan', M.T. Song!, Y. Liu*, J.C. Yang', L.J. Mao®, J. Li*, G.H. Li*, D.Q. Gao’,
Z.Z. Zhou', Y. He!, W. Zhang' , X. T. Yang*, J.H. Zheng", R.S. Mao*, T.C. Zhao"

1. Institute of Modern Physics, 730000 Lanzhou, CAS, China
2. Budker institute of Nuclear Physics,630090 Novosibirsk, RAS, Russia

Abstract

A new generation electron cooler has started operation
in the heavy ion synchrotron CSRm which is used to
increase the intensity of heavy ions. Transverse cooling of
the ion beam after horizontal multiturn injection allows
beam accumulation at the injection energy. After
optimization of the accumulation process an intensity
increase in a synchrotron pulse by more than one order of
magnitude has been achieved. In given accumulation time
interval of 10 seconds, 10° nparticles have been
accumulated and accelerated to the final energy. The
momentum spread after accumulation and acceleration in
the 10 range has been demonstrated in five species of
ion beams. Primary measurements of accumulation
process varying with electron energy, electron beam
current, electron beam profile, expansion factor and
injection interval have been performed. The lifetimes of
ion beam in the presence of electron beam were roughly
measured with the help of DCCT signal.

INSTRUCTION

HIRFL-CSR is a new ion cooler-storage-ring system in
IMP China. It consists of a main ring (CSRm) and an
experimental ring (CSRe). The two existing cyclotrons
SFC (K=69) and SSC (K=450) of the Heavy lon Research
Facility in Lanzhou (HIRFL) are used as its injector
system. The heavy ion beams from HIRFL is injected into
CSRm, then accumulated, e-cooled and accelerated,
finally extracted to CSRe for internal-target experiments
and other physics experiments.

Table 1: Parameters of the CSRm electron cooler

Maximum electron energy 35 keV

Maximum electron current 3A

Gun perveance 29 pP
Cathode diameter 29mm
Current collection efficiency >99.99%
Maximum magnetic field in gun section 0.25T
Maximum magnetic field in cooling section 0.15T
Field parallelism in cooling section 4x10°

Effective length of cooling section 3.4m

Vacuum pressure < 3x10™ " mbar

CSRm is a 161m circumference cooler storage ring
with sixteen 22.5 degree H-type bending dipole magnets.
The maximum betatron functions are 15.3m and 30.5m in
horizontal and vertical respectively. The maximum
dispersion is 5.4m, and the dispersion at injection point is
4m. The betatron functions at electron cooler are 10m and
17m in the two transverse directions respectively, the
dispersion is zero here. The emittance of ion beam from
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SFC and SSC is about 20mmmmrad and 10 = mmmrad,
and the acceptance of CSRm is about 150rzmmmrad.

Two modes of injection are used in CSRm, stripping for
lighter ions and repeated multiturn for heavier ones. The
accumulation duration of CSRm is about 10s, and the
acceleration time of CSRm is nearly 3s, and the one
whole cycle period is about 17s.

In CSRm, the electron cooling device plays an
important role in the heavy ion beam accumulation at
injection energy. The new state-of-the-art electron cooling
device was designed and manufactured in the
collaboration between BINP and IMP, it has three
distinctive characteristics, namely high magnetic field
parallelism in cooling section, variable electron beam
profile and electrostatic bending in toroids. The main
parameters are listed in table 1.

In 2005 the main construction of the CSR project was
completed, and from then the preliminary commissioning
of CSRm was performed, including the first turn
commissioning as a beam line, the stripping injection, and
the zero-bumping orbit test, fixed-bumping orbit test with
four in-dipole coils, bumping orbit test, C-beam
accumulation and some investigations of the closed orbit
with BPM.

Shortly after last workshop of COOL2005, the cooler
started routine operation during CSR commissioning. Up
to now five species of ion were cooled and accumulated
with the help of electron cooling. In this paper the recent
results of commissioning of CSRm and its cooler are
presented. The previous results have been given in the
APAC2007-THXMAO3 [1]

BEAM DIAGNOSTICS

The clo