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SURDI1

COMPUTATIONAL CHALLENGES IN ESS

H. Danared, M. Eshraqi, E. Laface, R. Miyamoto, S. Molloy and A. Ponton,
European Spallation Source, Box 176, SE-221 00 Lund, Sweden

Abstract

The European Spallation Source, ESS, will be based on
a 2.5-GeV, 50-mA superconducting proton linac deli-
vering 5 MW of beam power to a rotating tungsten target.
ESS is a challenging project in many respects, not the
least with respect to RF power and RF sources. Because
of the high power, relative beam losses must be very
small to avoid activation and allow hands-on maintenance
of accelerator components. The beam-dynamics calcula-
tions required to ensure these low beam losses are thus
another challenge. This paper gives an introduction to
ESS and the ESS linac, discusses briefly computational
aspects in general, and presents specific examples of
computational problems from beam dynamics and RF
cavity design as well as efforts initiated to benchmark
beam-dynamics codes for beam parameters relevant to
ESS.

ESS AND THE ESS LINAC

Lund was selected as the site for the European
Spallation Source, ESS, in 2009, and a year later, the ESS
Accelerator Design Update, ADU, Project was launched.
This project is a collaboration between universities and
institutes in five European countries with additional
participation and support from accelerator laboratories in
many countries inside and outside of Europe. One of the
primary outputs from the ADU Collaboration and of the
ESS design effort as a whole will be a Technical Design
Report at the end of 2012. This will be accompanied by a
cost report, time schedule and other documents needed for
the final approval of the construction of ESS.

Many of the parameters of the current ESS project [1]
are similar to those of the ESS Design Study from
2003/2004 [2]. A major change is that the short-pulse
source has been abandoned, based on studies showing
that a large fraction of the science foreseen at ESS can be
done as well or better with a long-pulse source [3]. Thus,
no accumulator ring is required, and the linac can
accelerate protons instead of H ions. Significant progress
has also been made in the field of superconducting RF
since 2003. As a consequence, the CCL copper cavities
have been replaced by superconducting spoke cavities,
and the output energy of the linac has increased while the

Table 1: Selected ESS Top-level Parameters

Parameter Unit Value
Average beam power MW 5
Proton kinetic energy GeV 2.5
Average macro-pulse current mA 50
Macro-pulse length ms 2.86
Pulse repetition rate Hz 14
Maximum cavity surface field MV/m 40

current has decreased.

Top-level parameters of the ESS linac are summarized
in Table 1. The linac will accelerate 50 mA of protons to
2.5 GeV in pulses that are 2.86 ms long and come with a
repetition rate of 14 Hz. This implies that the average
beam power on the target will be 5 MW, as in the 2003
ESS study, and the peak power will be 125 MW. The linac
will have a normal-conducting front-end up to 79 MeV
followed by three families of superconducting cavities
and a high-energy beam transport to the spallation target
which will consist of a rotating tungsten wheel.

A go-ahead for construction is expected in early 2013.
Then will follow an intense period of detailed design and
prototyping. The most critical components are cryo-
modules and RF sources, where worldwide production
capacity will be a limiting factor. Acceptance tests at the
site in Lund and installation work in the linac tunnel and
the klystron gallery will also be time-consuming.
Nevertheless, the current plan calls for first neutrons from
the spallation target in 2019.

LINAC DESIGN

The configuration of the current, May 2012 Baseline
linac is shown schematically in Fig. 1, and selected linac
parameters are listed in Table 2 [4]. The warm linac has
contributions from INFN Catania, CEA Saclay, ESS-
Bilbao and INFN Legnaro, the superconducting cavities
and their cryomodules are designed at IPN Orsay and
CEA Saclay, and the HEBT will come from ISA in
Aarhus.

The 50-mA proton beam is produced in a pulsed
microwave-discharge source on a platform at 75 kV. A
low-energy beam transport, LEBT, with two solenoid

< 352 2| MHz e

«586m=> «—I139m— «<2279m—> «——I59.2m——>
Spokes Medium B High B HEBT & Upgrade Target

201 MeV

«25m=> «Lim=> «50m> <€3I5Sm=> €325m>

LEBT RFQ MEBT DTL

{ { {

75 keV 3 MeV 79 MeV

Source

=iy 704.42 MHz i

623 MeV 2500 MeV

Figure 1: Schematic layout of the ESS linac [4]. Blue colour represents superconducting sections and green arrows
locations where the beam could be extracted at intermediate energies.
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Table 2: Selected Linac Parameters as of May 2012

Parameter Device Value
Length (m) LEBT 2.1
RFQ 5.0
MEBT 3.5
DTL 32.5
Spokes 58.6
Medium beta 113.9
High beta 227.9
No. of cryomodules Spokes 14
Medium beta 15
High beta 30
Cavities per module Spokes 2
Medium beta 4
High beta 4
Optimal beta Spokes 0.50
Geometrical beta Medium beta 0.67
High beta 0.92
Transition energy (MeV) Source-RFQ 0.075
RFQ-DTL 3
DTL-spokes 79
Spokes—medium beta | 201
Medium-high beta 623

magnets as focusing elements brings the beam to the
entrance of the RFQ. The LEBT has a chopper that cuts
away the beam while the proton pulses from the ion
source stabilize, preventing a beam with off-nominal
parameters from being accelerated in the RFQ and lost at
high energy.

The 4-vane RFQ accelerates the beam to 3 MeV with
small losses and a minimal emittance growth. It is
designed specifically for ESS but it is based on the IPHI
RFQ at Saclay. The RF frequency of the RFQ and the
warm linac is 352.21 MHz.

After the RFQ there is a medium-energy beam
transport, MEBT, with three buncher cavities and 10
quadrupole magnets. The MEBT has several different
functions: it has optics to match and steer the beam from
the RFQ into the drift-tube linac, it has a comprehensive
set of beam-instrumentation devices, it has a chopper
which acts faster than the LEBT chopper since space-
charge neutralization is not an issue in the MEBT, and it
allows collimation of the transverse particle distribution.

A drift-tube linac, DTL, with four tanks takes the beam
from 3 MeV to 79 MeV. It has a FODO structure with
permanent-magnet quadrupoles. Every second drift tube
is empty or used for steering magnets and beam-position
monitors.

The superconducting linac has three types of cavities:
double-spoke resonators, five-cell medium-beta elliptical
cavities and five-cell high-beta elliptical cavities. The
May 2012 linac has 14 spoke cryomodules with two
double-spoke resonators in each, and between the
cryomodules there are warm quadrupole doublets. The
spoke resonators operate at 352.21 MHz like the warm
linac, but then there is a frequency doubling to the
704.42 MHz of the elliptical cavities. There are 15
medium-beta cryomodules with four cavities in each and

Proceedings of ICAP2012, Rostock-Warnemiinde, Germany

quadrupole doublets between, and there are 30 high-beta
cryomodules with four cavities in each and quadrupole
doublets between every second cryomodule.

All accelerating structures will be powered by
klystrons, except the spoke resonators where tetrodes will
be used. With one klystron per elliptical cavity plus a few
for the warm linac, there will be close to 200 large
klystrons and almost 100 modulators since one modulator
will drive two klystrons. The density of components in
the klystron building would become too high if these
were to be positioned linearly. Instead they will be located
in groups of eight klystrons and four modulators across
the klystron building.

After the last cryomodule there is 100 m of tunnel
where additional cryomodules can be installed for an
energy upgrade. Then the beam is brought from the tunnel
to the spallation target at the surface through two vertical
bends and an expansion section. Quadrupole and octupole
magnets are used to blow the beam up onto the desired
profile of the proton-beam window and the target
window.

SIMULATIONS AND BEAM DYNAMICS

Together with the large engineering efforts required to
design, prototype, manufacture and install the
accelerating structures and the massive RF system, one of
the great challenges with the ESS linac is to accelerate
and transport the 5 MW beam without losing more than
about 1 W/m. This limit is set by activation, and a higher
beam loss would make hands-on maintenance of the linac
components difficult and time-consuming.

The design of the ESS linac uses beam-physics laws,
rules-of-thumb and experience gained from past high-
current linacs. Extrapolating from earlier machines, it
seems reasonable to believe that the goal of losses of at
most 1 W/m can be reached. Still, it is highly desirable to
be able to use computational methods to predict beam
loss and to verify that the lattice and the optics are
optimal with respect to beam loss. This requires
computational tools where all relevant physics is
included, where non-linearities are taken into account to a
sufficient degree, etc. The input from the linac design
must be accurate, and in particular it must include
misalignments, field errors and other static and dynamic
deviations from the ideal linac. Simulations have to be
performed from start to end, and the starting conditions
must be well understood for the final result to be realistic.
Losses of course occur from particles in the tails of the
distributions, so these have to be modelled with high
accuracy, generally requiring a large total amount of
particles in the simulations, thus needing large amounts of
cpu power. All in all, realistic simulations of beam losses
are extremely demanding, and it is in fact not clear to us
which level of accuracy one can reach.

The layout and optics of the ESS linac has so far been
designed using the TraceWin suite of codes [5], although
comparisons with other codes have been initiated (see
below). Care has been taken to match the different
sections of cavity families well to each other and to have
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Figure 2: Normalized RMS emittances from the entrance
of the MEBT to the end of the high-beta elliptical section
in horizontal (green), vertical (blue) and longitudinal
(violet) planes. The input distribution, at the entrance of
the MEBT, is a 6D Gaussian truncated at 3 sigma with
0.21/0.21/0.28 ® mm mrad.

a smooth phase advance in all planes. As an example of a
result [6], the beam emittance in the three planes is
plotted in Fig. 2, based on tracking of 100 000 macro
particles. The RMS emittance is shown from the input of
the MEBT until the end of the superconducting linac, and
it is seen that the total emittance growth after the MEBT
is not more than 10% in any of the planes. As already
stated, however, predictions of beam loss need more
aspects of the beam dynamics to be investigated, and, for
instance, detailed error studies are going on at present.

Another example of beam-dynamics simulations for the
ESS linac concerns the influence of unwanted cavity
modes. Fundamental passband modes could prove to be
dangerous due to their high R/Q compared to the
accelerating modes at certain velocities. To explore this
effect, a drift-kick-drift model was employed [7].

A pulse train of one million point-like bunches is
tracked through the superconducting section of a linac,
and the energy and time error generated by beam-induced
modes is calculated. Figure 3 shows the resulting pulse
phase space at the exit of two linacs with different
velocity partitioning over the three cavity families [4, 8].
Of concern is when the growth due to passband modes
(middle column) with respect to the case when no modes
are acting (left column) is larger than that produced by

Energy Error [MeV]

Energy Error [MeV]

ann

5 0 5 5 o 5 3 T 5
Phase Error [deg at 704 MHz]  Phase Error [deg at 704 MHz]  Phase Error [deg at 704 MHz)

Figure 3: Pulse phase space at exit of two linacs (upper
and lower rows) when no modes are acting (left),
passband modes are acting (middle), there are uniformly
distributed RF errors (right).
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acceptable RF errors (right column). It can be seen that
the linac of the top row, which represents an earlier ESS
layout, is susceptible to these modes. The bottom row,
corresponding to the present linac layout, shows
significantly better performance.

CODE BENCHMARKING

Although TraceWin has been used so far for the ESS
beam-dynamics calculations, an effort to compare the
results with those of other codes has been initiated.
Similar studies have been performed previously, see e.g.
[9], but for different beam parameters. In the first phase,
TraceWin, MADX-PTC [10, 11] and IMPACT [12] have
been compared [13] with respect to acceleration and beam
envelope in the transverse plane.

MADX-PTC

MADX is a widely used code for the design and study
of accelerator rings as well as beam lines [10]. It does
both calculation of lattice parameters and particle
tracking. Complemented with the PTC library [11],
MADX is capable of calculating six dimensional beam
dynamics parameters and beam acceleration [14, 15].
Although the MADX and PTC already include the RF
cavity as a lattice element, the included model does not
have important details, such as the dependence of the
longitudinal and transverse kicks on the transit time factor
and its derivative as well as an offset between the
electrical and mechanical centre. In our simulation with
MADX-PTC, a finite length RF cavity is modelled as
drift-kick-drift, where the kick includes a 4x4 thin-lens
matrix modelling the transverse defocusing effect. Since a
thin-lens matrix cannot be included in PTC, this
simplified modelling limits us to use MADX only to
study the transverse dynamics and PTC can be used to
study only the longitudinal dynamics. To properly
perform three-dimensional beam-dynamics calculations in
a proton linac, it is ideal to develop a model of a finite
length cavity with sufficient details together with the
space charge effect, which is not included in the official
version of MADX-PTC yet, under the framework of
MADX-PTC in near future.

IMPACT

IMPACT is a particle tracking code developed at LBNL
[12]. It uses a split-operator method based on a
symplectic treatment of Hamilton’s equations of motion
and has options of both first and third order (Lorentz)
integrators. In addition, it uses field maps for RF cavities,
thus providing a more realistic form of tracking than
codes based on the instantaneous kick-in-gap method.
The space charge force is calculated using fast Fourier
transform methods and a variety of boundary conditions
are available. IMPACT has been regularly benchmarked
with respect to other codes [9] and was also used to model
the J-PARC and SNS linacs; as a result, the authors feel
confident that it represents a suitable tool to check the
results of the TraceWin. Comparison between the
TraceWin and IMPACT is not straightforward due to
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differences in conventions for the beam and lattice
parameters and efforts are made to carry out a reliable
comparison. The efforts include preparing a script to
construct realistic field maps for drift tubes and cavities
from the lattice file of the TraceWin and preparing
another script to convert the relative cavity phase used by
the TraceWin to the absolute cavity phase used by
IMPACT based on iterative phase scanning.

Results

Figure 4 compares the kinetic energy of the beam at
each longitudinal location starting from the entrance of
the MEBT. The results from the TraceWin and PTC are
from the lattice parameter calculations and that from the
IMPACT is from tracking. The three codes are in very
good agreement as it should be the case.

— 3000 =
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L 2500, — [Impact
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=
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Figure 4: Comparison of kinetic energies calculated by
TraceWin, IMPACT and MADX-PTC. Dotted lines
represent transitions between two sections.

Figure 5 compares the transverse RMS beam size for
the case of the zero current and hence with no effect of
the space charge force. As the case of Fig. 2, the results
from the TraceWin and MADX are from the lattice
parameter calculations and that from the IMPACT is from
the tracking. The third and fourth plots show the relative
differences of the MADX and IMPACT with respect to
the TraceWin. In TraceWin and MADX, each cell of a
cavity is treated as drift-kick-drift but the kicks of the two
codes are identical only up to the first order. This
difference in the modelling generates the difference in the
RMS sizes in the DTL. The amplitudes of Ac,/c, and
Ac,/c, remain on the same level in sections following the
DTL, suggesting the difference between TraceWin and
MADX-PTC is only in the DTL and may not be signifi-
cant. On the other hand, some discrepancies are evident
between the TraceWin and IMPACT, considered to be due
to the different orders of tracking and the use of field
maps in the IMPACT but not in TraceWin.

A further comparison is in Fig. 6, which shows the
transverse RMS beam sizes for the case of the full current
(50 mA) based on the tracking with TraceWin and
IMPACT. For the initial particle distribution, a six
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Figure 5: Comparison of RMS beam size calculated by
TraceWin, IMPACT and MADX-PTC for zero current.
Dotted lines represent transitions between two sections.

dimensional waterbag distribution is wused. The
nonuniformity of the oscillations, differences between the
horizontal and vertical planes and general nonlinear
growth are evident, suggesting that much needs to be
done to optimize the system, not only for basic beam
dynamics but also for non-linear effects.

These preliminary studies show that the three codes
under consideration are in good agreement for the
dynamics of the beam core in the linear regime.
Nevertheless a campaign of more detailed code compari-
sons using the ESS linac must be performed in order to
get confidence in understanding linear as well as the non-
linear behaviour of the linac beam in cases both with and
without errors.
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Figure 6: RMS beam envelope from IMPACT simulation
with full space-charge.
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COUPLER MULTIPACTOR

It is known that multipactor (MP) within higher order
mode (HOM) couplers can cause considerable problems
with the operation of high power superconducting cavities
[16], and so it is of significant importance for the success-
ful operation of ESS to understand any issues that may
arise from installation of these couplers.

The development of a MP cascade within a coupler can
have several effects, each of which may be catastrophic to
the operation of the cavity:

e Absorption of the power within the accelerating
mode of the cavity, thereby dropping its quality
factor beyond acceptable limits.

e The increased thermal load due to absorption of the
energy of the MP electrons can alter the physical
geometry of the coupler, resulting in significant
changes to its RF characteristics.

e A MP cascade between two points in the coupler
introduces an additional conductive path in its
equivalent circuit, and therefore totally changes its
response to EM fields.

Note that the latter two effects result in the fundamental
power being coupled out of these ports, resulting in the
likely destruction of any attached electronics.

MP simulations using the ACE3P codes [17] have
begun. The trajectories of electrons emitted around the
inner walls of the couplers were simulated, with a
postprocessing step involving scaling any resonances by a
typical secondary electron yield for niobium (see Fig. 7).

SEY_

Figure 7: Secondary emission yield curve used in the
postprocessing of simulation results.

Figure 8 shows a comparison of the MP behaviour of
two HOM couplers proposed for use in ESS. It can be
seen that one coupler displays very low-level, broad-band,
MP, while the alternative has no broadband characteris-
tics, however shows a very large, low energy, spike. Each
of these effects could be catastrophic for the operation of
the cavity, and so should be investigated in detail.

A remaining question relating to the computational
aspects of this study is to what extent the assumptions
relied on by the physics engine within this code impacts
the final result. For example, the ACE3P codes always
emit electrons normally to the cavity wall, and do not
implement a statistical spread in the emission energy. In
addition, they do not take account of space charge when
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Figure 8: Comparison of the MP found in the two
proposed HOM couplers [18].

tracking the emitted particles. Each of these effects may
have a considerable effect on the outcome of the
calculations.

MULTI-CAVITY FIELD EMISSION

As seen in [16], the statistics of the field emitted (FE)
electrons impacting in the end-groups of a particular
cavity are correlated with the settings of neighbouring
cavities, implying that FE electrons are being transported
throughout the cryomodule.

In order to investigate this effect, the ACE3P codes

Figure 9: A simulation of FE trajectories in two cavities.

were used to track electrons emitted from the surface of
one cavity throughout the volume enclosed by two
cavities. This was done for a range of phase differences
between the cavities in order to determine the effect on
the impact locations of each of these electrons.

Figure 9 shows a frame from an animation of the
transport of FE electrons by the accelerating field from
the “most upstream” cell of one cavity into a
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Figure 10: The integrated current emerging from the
down-stream end of a two-cavity system plotted against
their phase difference. The instantaneous phase difference
(top axis), and that observed by a particle with f = 0.86
(bottom axis) is plotted.
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neighbouring structure.

Figure 10 shows the dependence on phase difference of
the current emerging from the downstream cavity. The
ESS cavities will operate between approx. —80°and +10°,
and so should expect to see a high degree of FE activity
spread throughout the cryomodules.
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PROJECT OVERVIEW AND COMPUTATIONAL NEEDS TO MEASURE
ELECTRIC DIPOLE MOMENTS AT STORAGE RINGS

A. Lehrach” on behalf of the JEDI collaboration*, Forschungszentrum Jiilich, Germany

Abstract

Different approaches to measure Electric Dipole

Moments (EDMs) of proton, deuteron and light nuclei are

pursued at Brookhaven National Laboratory (BNL) and
Forschungszentrum Jilich (FZJ) with an ultimate goal to
reach a sensitivity of 10’ e-cm in a dedicated storage
ring. As an intermediate step, a first direct EDM
measurement of protons and deuterons at 10>* e-cm
sensitivity level will be carried out in a conventional
storage ring, the Cooler Synchrotron COSY at FZJ [1].

Full spin-tracking simulations of the entire experiment
are absolutely crucial to explore the feasibility of the
planned storage ring EDM experiments and to investigate
systematic limitations. For a detailed study of particle and
spin dynamics during the storage and buildup of the EDM
signal, one needs to track a large sample of particles for
billion of turns.

INTRODUCTION

Permanent EDMs of fundamental particles violate both
time invariance 7 and parity . Assuming the CPT
theorem this implies C7 violation. The Standard Model
(SM) predicts non-vanishing EDMs, their magnitudes,
however, are expected to be unobservably small in the
near future. Hence, the discovery of a non-zero EDM
would be a signal for “new physics” beyond the SM. It is
mandatory to measure EDMs on different species of
particles in order to disentangle various sources of CP
violation. While neutron EDM experiments are pursued at
many different places worldwide, no such direct
measurements have been conducted yet for protons and
other light nuclei due to special difficulties of applying
electric fields on charged particles. EDM experiments
with charged particles are only possible at storage rings.

As a first step towards EDM searches in storage rings
we proposed R&D work to be carried out at the Cooler
Synchrotron COSY [2,3], then perform a first direct EDM
measurement of a charged particle in a storage ring at the
Cooler Synchrotron COSY, and on a longer time scale
construct a dedicated storage ring [3,4].

The COSY Infinity simulation program [5] and its
updates are used to simulate beam and spin motion in
storage rings. To study subtle effects and simulate the
particle and spin dynamics during the storage and buildup
of the EDM signal, one needs custom-tailored fast
trackers capable of following up to 100 billion turns for
samples of up to 10° particles. Given the complexity of
the tasks, particle and spin dynamics simulations

*JEDI spokespersons: A. Lehrach, J. Pretz, and F. Rathmann
#a lehrach@fz-juelich.de
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performed with COSY Infinity must be benchmarked with
other simulation programs and experiments performed at
the Cooler Synchrotron COSY, to ensure the required
accuracy of the obtained simulation results.

EDM MEASUREMENTS AT
STORAGE RINGS

Principle

The principle of every EDM measurement (e.g., neutral
and charged particles, atom, molecule) is the interaction
of an electric field with the dipole moment of the particle.
In the center-of-mass system of a particle electric dipole

moments d couple to electric fields, whereas magnetic
dipole moments u couple to magnetic fields. The spin

precession in the presence of both electric and magnetic
fields is given by:

d—:ng*+ﬁx§*.

Z (1)

Here, E* and B* denote the electric and magnetic fields
in the particle rest frame. In case of moving particles in a
circular accelerator or storage ring, the spin motion is
covered by the Thomas-BMT equation and its extension
for EDM:

E=§x§
Q:;—Z{G§+[G— ” _J(;><E)+%(E+\7xﬁ)}

2

E and B denote the electric and magnetic fields in the
laboratory system, with the constraint, that the electric
and magnetic fields are perpendicular to the velocity

vector v of the particle beam: v-B=7-E =0.

The gyromagnetic anomaly G, magnetic and -electric
dipole moments are given by:

G=8=2 i=2G+)-"5 andd =5,
2 2mc 2mc (3)

Methods

Starting from equation 2, different approaches are
possible to excite spin rotations via the electric dipole
moment:
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1. Frozen spin method [6], where the bending fields in a
storage ring are adjusted according to the particle
momentum in such a way that the longitudinally
polarized spins of the particle beam are kept aligned
(“frozen”) with their momenta. If the particle has an
EDM along its spin direction, the E-fields in the rest
frame of the particles will precess the spin into the
vertical direction. This change of the vertical
component of the beam polarization from early to late
storage times is the signature of the EDM signal.

For pure electric bending fields (i.e. B=0) with the

2

additional condition that(G— "
7/ —

} equation 2

simplifies to

dt  2mc

n(E“xS”). 4)

The above condition can only be fulfilled for a positive
gyromagnetic anomaly G >0 (i.e. for a proton) and a
fixed particle momentum given by:

1 m
=,/—+1<:> = —— 5
/4 G pmagzc /_G ()

For protons a magic momentum of roughly
Pmagic = 0.7 GeV/c has to be chosen to freeze the spin in a
pure electric bending field.

In a storage ring with combined electrostatic and
magnetic bending fields the following condition has to be
fulfilled to freeze the spin motion:

GB+| G- (;XE):O (6)
y -1

In this case the radial E-field cancels the (g-2) spin

precession in the vertical B-field, if:

2
=GB GBey?, )
1-G IBZ 7/2

with the approximation that the denominator in equation
(7) is close to one. Freezing the spin in a storage ring with
combined electric and magnetic bending fields is possible
for all particles with both positive and negative
gyrogagnetic anomaly at any beam momentum.

Two collaborations, one located in the USA (srEDM-
US) and the other one in Germany (JEDI, Jiilich Electric
Dipole moment Investigations), have put forward
proposals for dedicated storage ring EDM (srEDM)
experiments [3,4]. The aim is to advance the sensitivity
level for EDMs of hadronic particles like the proton,
deuteron, and *He nuclei to 10%%e-cm, utilizing the frozen
spin method. The sTEDM-US collaboration at BNL has
proposed an all electric storage ring for protons, while the
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newly founded JEDI collaboration at FZJ is pursuing an
approach to perform EDM measurements of proton,
deuteron, and “He ions in one and the same storage ring
with combined electric-magnetic deflectors [7].

2. Resonant method [8], were an RF-E/B spin flipper runs
at a frequency tuned to the spin tune (y - G £ K,
K integer). The transverse electric field of the spin
flipper would rotate the spin of stored particles away
from the vertical or horizontal spin axis, building up a
polarization perpendicular to the original spin direction,
depending on the magnitude of the EDM.

As a first step towards EDM searches in storage rings,
the JEDI collaboration has submitted a proposal [2] to
study the proton and deuteron EDM with an intermediate
goal of 10%*e-cm applying the resonance method [9]. It
will use the existing but upgraded Cooler Synchrotron
COSY, with the addition of RF-E or RF-E/B fields to
enhance the EDM sensitivity. This would be the first
EDM measurement in the world of a dedicated EDM
storage ring experiment.

FIRST DIRECT EDM MEASUREMENT
AT THE COOLER SYNCHROTRON
COSY

The EDM signal would be a polarization component
perpendicular to the original spin direction of the stored
particles produced by the EDM-induced precession of the
spin in a radio-frequency spin flipper with transverse
electric field [9]. With accessible electric field gradients
in the MV/m range, the spin will be tipped by a minuscule
angle 107"°=107"* rad per single pass and the buildup of
an observable polarization in the percent range demands a
spin coherence during 10'°~10"" revolutions of the stored
beam, which requires a coherent buildup of polarization
for an extremely long time scales of 10*~10° s. Coherent
betatron oscillations induced by the transverse electric RF
spin flipper field will lead to uncontrolled systematic
rotations of the spin.

To suppress perturbations of the particle trajectory
induced by the transverse electric RF spin flipper field,
RF-E/B fields can be adjusted according to the “Wien-

filtler” condition: E+vxB=0. Since E*=0 for the
reference particle, there will be no direct EDM effect
induced by the RF spin flipper. The spin precession will
still be perturbed in the RF-E/B spin flipper via the

magnetic moment (Z?*;t 0) in such way, that the
symmetry between spins components parallel and anti-
parallel along the momentum vector is broken. If this so
called “magic RF Wien-filter” is operated at a resonance
frequency of spin motion an EDM effect can be
accumulated in the main magnets along the ring.

The different measures towards a first direct EDM
measurement contain preparatory measurements at
COSY, development of simulation tools and a dedicated
hardware:
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1. Experimental and theoretical studies of the spin
coherence time,

2. investigation of systematic effects,

3. development of precision simulation programs
for spin dynamics in storage rings,

4. development of a full-scale polarimeter,

5. and development of a high-power RF-E/B spin
flipper system capable to operate at electric
fields with more than 1 MV/m with a B-field of
roughly 70 G in a frequency range of 0.1 to
1 MHz.

These measures are essential to perform a first direct
EDM measurement of proton and deuteron at COSY with
a statistical sensitivity of about 10 ** e-cm. They will be
partially outlined below with an emphasis on the first two
items.

Experimental and Theoretical Studies of the
Spin Coherence Time

In a storage ring spin decoherence is caused by spin
tune spread due to the momentum spread of the beam and
spin kicks induced by nonlinear fields.

An important finding from the Jilich EDM Study
Group is, that the phase of a particle entering the RF
cavity and the phase of the RF spin flipper field are
strongly connected to each other, making possible a
mutual cancelation spin decoherence for properly chosen
beam energies and RF spin flipper harmonics [9]. This
prediction needs to be experimentally tested at COSY. An
enhancement of the spin coherence time can also be
achieved in COSY by operating the RF spin flipper in a
special flattop mode. The possibility that operating an RF
spin flipper might suppress spin decoherence induced by
spin tune spread of stored particles would be an entirely
new observation. A search for these decoherence-free
energies has never been performed before and would have
a strong impact on the whole EDM program.

The spin coherence time of the idle precession (without
RF spin flipper on) will limit the observable spin
coherence time with spin flipper on. To perform these
studies the spin coherence time without RF spin flipper
has to be optimized first by means of a phase-space
cooling and multipole correction. First results are
obtained from a recent experiment conducted at COSY in
early 2011 [10]. The analysis of the experimental data is
in progress and the preliminary data suggest spin
coherence times for deuterons of larger than several
hundred seconds.

Investigations of Systematic Effects Studies with
RF Spin Flipper

Main sources of systematic errors are the alignment of
the RF spin flipper fields with respect to the invariant spin

field, opening angle of spin ensemble, field quality (fringe
fields) of the RF-E/B spin flipper.
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First the alignment angle of the RF spin flipper will be
modified to investigate and suppress false spin rotations.
After that beam cooling and heating will be applied to
change the opening angle of the spin ensemble.

Investigations for a Required COSY Upgrade

It is obvious that a substantial improvement of COSY is
required in order to reach the desired EDM sensitivity.
False spin rotations as a function of closed-orbit
excitation, quadrupole alignment and ring impedances
will be studied. The aim of this part is to reduce
systematic errors. The results will be the bases to specify
the required COSY upgrade (orbit correction system,
beam-position monitors (BPMs), power supply stability,
magnet alignment and ring impedances):

. An improved closed-orbit control system for
orbit correction in the micrometer range is necessary,
which requires increasing the stability of correction-
dipole power supplies by at least one order in magnitude.
The number of correction dipoles and BPMs has to be
increased significantly, since the orbit has to be controlled
along the entire path length of the beam in the COSY.

. The BPM accuracy, presently limited by
electronic offset and amplifier linearity, has to be
substantially improved as well. Systematic errors of the
closed-orbit measurement (e.g., temperature drift, beam
current dependence) have to be studied in detail. In
particular, a precise adjustment of the quadrupole and
sextupole magnets is mandatory, and the BPMs have to
be aligned with respect to the magnetic axis of these
magnets. The geodetic alignment of COSY magnets has
to be verified. Compensation of phase space coupling and
multipole correction to high accuracy is absolutely
crucial. Methods of orbit-response matrix, local orbit
bumps, turn-by-turn orbit measurements, and beam-based
orbit alignment have to be applied to significantly
increase the precision of orbit control and knowledge of
machine imperfections.

. Beam oscillations can be excited by vibrations of
magnetic fields induced by the jitter of power supplies.
Investigations have to be carried out with the aim to
understand and suppress these beam oscillations to a
sufficiently low level, where they do not interfere
anymore with the design EDM sensitivity goal.

o The interaction of the circulating beam with the
surrounding vacuum chamber produces longitudinal and
transverse wake fields, which can lead to transverse and
longitudinal beam kicks and excite instabilities. The main
sources of wake fields are generally RF cavities and

kickers, finite conductivity of wall material,
discontinuities of the chamber geometry due to
transitions, bellows and beam-position monitors.

Transitions of the vacuum chamber profile can have a
large impact on transverse and longitudinal beam motion.
An accurate estimation of the total impedance budget of
the COSY machine has to be carried out. Depending on
the outcome, those sections in conflict with the sensitivity
goal will be modified.
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Table 1: Development Steps of the JEDI Project

Step Aim / scientific goal Device / Tools Storage ring
Spin coherence time studies Low-power COSY
| RF-BJ/E spin flipper
Systematic error studies Low-power COSY
RF-BJE spin flipper
COSY upgrade Orbit control, magnets, ... COSY
) First direct EDM measurement High-power Modified
at 102 e-cm RF-E/B spin flipper COSY
Built a dedicated all-in-one ring for p, d, “He Common magnetic-electrostatic deflectors ~ Dedicated
3 R&D funded by ARD (Accelerator storage ring
Research and Development) of HGF
4 EDM measurement for p, d, *He Data analysis, systematic error simulation Dedicated

at 10% e-cm

and estimates storage ring

Overall Schedule of the JEDI Project

The stepwise approach of the JEDI Project, starting
with the R&D work at COSY, the first direct
measurement of a charged particle EDM at COSY, and
the design of a dedicated storage ring is summarized in
Table 1. The studies of spin coherence time and
systematic studies will be performed with a low-power
RF-E/B spin flipper with an electric field gradient of tenth
of MV/m. For the first direct EDM measurement with a
sensitivity goal of at 10?* e-cm a high-power RF-E/B spin
flipper is required with an electric field gradient of more
than 1 MV/m.

For this first two development steps a timeline of more
than five years is estimated. For the next two
development steps, that finally lead to the construction of
a dedicated EDM storage ring to reach ultimate sensitivity
goal of 10% e-cm, at least another five years have to be
projected.

DEVELOPMENT OF PRECISION
SIMULATION PROGRAMS FOR
SPIN DYNAMICS

Existing spin tracking programs have to be extended to
properly simulate spin motion in presence of an electric
dipole moment. The appropriate EDM kicks and electric
field elements (static and RF) have to be implemented and
benchmarked. Furthermore, a symplectic description of
fringe fields, field errors, and misalignments of magnets
has to be adapted and verified.

One urgently needs spin tracking tools capable of
handling up to 10" particle revolutions with highest
precision in a realistically modeled storage ring and for
large samples of particles. The main challenge for spin
tracking including EDM induced spin rotations is the fact
that the spin will only be tipped by a minuscule angle due
to the EDM of the particle. In the finale dedicated storage
ring the EDM rotates the spin by roughly 10 radians per
turn. Assuming a ring structure which contains roughly

10

hundred elements, the EDM rotates the spin by an angle
of approximately 10™® radians per element on average.
Thus, a simulation program based on double precision
numbers has a very serious limitation to reach the
required precision. With a mantissa length of 52 bits
roughly sixteen significant decimal digits can only be
provided.

Full spin-tracking simulations of the entire experiment
are absolutely crucial to explore in a systematic way the
feasibility to reach the desired spin coherence time of
10°-10° s. Even if the required spin coherence times are
achievable, one needs to check whether systematic errors
do not limit the anticipated sensitivity to EDMs. In order
to provide the required CPU time for the simulations of
spin motion with a time scale larger than tens of seconds,
spin tracking programs have to be migrated to powerful
computer systems or clusters.

Given the complexity of the task, and in order to ensure
the credibility of the results, at least two generic
simulation programs using different approaches must be
developed and benchmarked with the required accuracy
and efficiency:

e COSY Infinity [5], based on map generation using
differential algebra and the subsequent calculation of
the spin-orbital motion for an arbitrary particle. COSY
Infinity and its updates are used including higher-order
nonlinearities, normal form analysis, and symplectic
tracking [11,12]. The upgrade of COSY Infinity will be
supervised by M. Berz, the principal developer of the
presently available version of this powerful tracking
tool. An MPI version of COSY Infinity is already
running on the computer cluster at Michigan State
University. A project for the Jillich supercomputer is
starting in November 2012.

e Integrating program [12], where differential equations
of particle and spin motion in electric and magnetic
fields are solved using Runge-Kutta integration [13].
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They have been shown to be accurate to sub-part per
billion levels in describing the muon (g-2) spin
precession frequency. The integration step size is
0.5 ps, making it rather slow with a possible maximum
tracking time of about 10 ms for a particle in the ring.
This simulation programs are suitable to study effects
that do not require a long numerical time.

The integrating method, even though it is slow, is used
for benchmarking the results of the much more efficient
COSY Infinity [14]. In addition, numerical integration of
the Thomas -BMT differential equations for a spin motion
with smoothly approximated parameters of orbital motion
can be used to benchmark all simulation programs.

Finally, benchmarking experiments will be performed
at COSY to check and to further improve the simulation
tools.

CONCLUSION/OUTLOOK

Dedicated storage ring EDM experiments promise to
reach a sensitivity level of 10%’ e-cm for charged hadronic
EDMSs. The two collaborations, sSsEDM-US and JEDI, are
pursuing complementary approaches to perform EDM
measurements in dedicated storage rings. As an
intermediate step, a first direct EDM measurement of
protons and deuterons at 10* e-cm sensitivity level will
be carried out in the Cooler Synchrotron COSY.

Full spin-tracking simulations of the entire experiment
are absolutely crucial to explore the feasibility of the
planned storage ring EDM experiments and to investigate
systematic limitations. For a detailed study of particle and
spin dynamics during the storage and buildup of the EDM
signal, one needs to track a large sample of particles for
billion of turns. Existing spin tracking programs like
COSY Infinity have to be extended to properly simulate
spin motion in presence of an electric dipole moment. In
order to provide the required CPU time for the
simulations of spin motion with a time scale larger than
tens of seconds, spin tracking programs have to be
migrated to powerful computer systems or clusters. At
least two generic simulation programs using different
approaches must be developed and benchmarked with the
required accuracy and efficiency. In addition,
benchmarking experiments will be performed at the
Cooler Synchrotron COSY to check and to further
improve the simulation tools. Finally, the layout of a
dedicated storage ring has to be optimized by a full
simulation of spin motion.
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SIMULATING THE LHC COLLIMATION SYSTEM WITH THE ACCELE-
RATOR PHYSICS LIBRARY MERLIN, AND LOSS MAP RESULTS

J.G. Molson*, R.B. Appleby, M. Serluca, A. Toader
The University of Manchester and the Cockcroft Institute, UK
R.J. Barlow, University of Huddersfield, UK

Abstract

We present large scale simulations of the LHC colli-
mation system using the MERLIN code for calculations
of loss maps, currently using up to 1.5 x 10° halo parti-
cles. In the dispersion suppressors following the collima-
tion regions, protons that have undergone diffractive inter-
actions can be lost into the cold magnets. This causes ra-
diation damage and could possibly cause a magnet quench
in the future with higher stored beam energies. In order
to correctly simulate the loss rates in these regions, a high
statistics physics simulation must be created that includes
both accurate beam physics, and an accurate description of
the scattering of a 7 TeV proton in bulk materials. The
current version includes the ability to simulate new pos-
sible materials for upgraded collimators, and advances to
beam-collimator interactions, including proton-nucleus in-
teractions using the Donnachie-Landshoff Regge-Pomeron
scattering model. Magnet alignment and field errors are
included, in addition to collimator jaw alignment errors,
and their effects on the beam losses are systematically es-
timated. Collimator wakefield simulations are now fully
parallel via MPI, and many other speed enhancements have
been made.

INTRODUCTION

The LHC is a superconducting 7 TeV proton-proton col-
lider with a high nominal stored beam energy (360MJ)
and a low quench limit on the superconducting magnets
(4.5mW/cm3) [1].
high stored energy, the LHC is equipped with an efficient
collimation system to collimate halo particles and prevent
quenching, in addition to reducing the background at the
experimental regions and preventing radiation damage to
sensitive electronics. There exist two collimation regions
- one in interaction region 7 (IR7) which contains a series
of betatron collimators for transverse collimation. The pri-
mary collimators in this regions are the aperture restriction
in the machine. In IR3 there is a region of beam dispersion
to perform momentum collimation.

Of critical importance are regions known as the disper-
sion suppressors, which match the long straight section
(LSS) optics to the periodic optics of the arcs. In these
regions, the dispersion rises rapidly, and any protons that
have undergone any interactions in the collimators that
causes them to lose momentum may be lost in a localised
region, see Figure 4. Due to this, one must have an accurate

To protect the machine from this
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simulation of the accelerator optics, the machine physical
aperture, and the scattering physics of a proton inside a col-
limator jaw.

Merlin is a C++ accelerator physics library [2] initially
developed for the ILC beam delivery system [3, 4], then
later extended to model the ILC damping rings. Merlin has
been extended to be used for large scale proton collimation
simulations, with the aim of providing an accurate simula-
tion of the Large Hadron Collider (LHC) collimation sys-
tem, and any future upgrades. In this paper we describe
the developments of the Merlin code to enable study of the
LHC collimation system and present beam loss maps for
2012 running.

THE MERLIN ACCELERATOR PHYSICS
LIBRARY

The Merlin library consists of a large number of classes
designed to simulate a particle accelerator, and any addi-
tional systems required. The classes can be split into three
main categories.

The AcceleratorModel and associated classes deal with
the creation and storage of an accelerator lattice. The lat-
tice is stored as a series of AcceleratorComponent classes,
which contain information about each element. Different
types of accelerator component are child classes of the
main AcceleratorComponent class. These contain point-
ers to classes describing specific properties of the ele-
ment: EMField describes any electromagnetic fields inside
the element, AcceleratorGeometry describes any geomet-
ric transforms that the element has undergone, Aperture
describes the experimental beam pipe, and WakePotentials
describe any wake fields that exist for this element class.
Input can take place via multiple methods: the direct cre-
ation and addition of elements, via the MAD-X [5] TFS
output (MADInterface), or tape format (XTFFInterface),
both of which create an AcceleratorModel as output.

The ParticleTracker and associated classes deal with
the transport of particles along the accelerator optical lat-
tice, including stepping between elements, and within in-
dividual elements, whilst applying additional physics pro-
cesses at appropriate locations. These create integrator sets
for tracking, and individual integrators can be overridden
for selected class types, e.g. crab cavities. The Parti-
cleTracker takes as its input a ParticleBunch class, and a
Beamline, where the ParticleBunch can be one of many
different types, e.g. gaussian, flat and ring amongst others.
The Beamline is a subsection of an AcceleratorModel, and
bunches can be passed between multiple trackers, allowing

02 Particle Tracking and Map Methods
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situations such as the transfer between different accelera-
tors to be simulated.

A series of BunchProcess classes exist to apply addi-
tional physics within elements. These can include wake-
fields, collimation, synchrotron radiation, and others. Tem-
plates exist for such classes, and it is straightforward for
new users to add additional physics of their choice via this
method, without having to adjust other parts of the library.

This modular design allows a user to use as much or as
little of the library as they wish. In addition, if one wishes
to investigate additional physics relevant to their accelera-
tor system, a new tracking code does not need to be written,
but simply a new BunchProcesses class can be created. An
example simulation run is shown in Figure 1.

MAD TFS output

[ spertune iormaton | [[erinwapimterace |

Collimator Information

Field and Alignment errors

Additional Component Integrators
e.g Crab Cavities

Iterate over the accelerator the
required number of revolutions if a rint

Apply active processes

Dump appropriate output

Figure 1: An example logical flow of a Merlin run.

LHC LOSS MAPS RESULTS

Merlin is used to simulate the 2012 as-built optics of the
LHC in order to generate loss maps. These can be used to
define the maximum possible safe beam current, and indi-
cate areas which may need additional collimators or shield-
ing. The first stage of this calculation is the construction
of an accurate optical model of the LHC in Merlin. The
machine optics are generated by MAD-X and are used as
the input to Merlin. Inside Merlin, the LatticeFunctions
class calculates beam parameters using Merlin’s integra-
tors. A comparison between Merlin and MAD-X of the
[B-functions and the linear dispersion is shown in Figure 2,
and excellent agreement is found in all regions of the ma-
chine.

Loss maps can be generated using different optics con-
figurations, e.g. the [S-function at the interaction points
(8*), beam crossing angles, and so on. The Collimation-
Process simulates all proton-collimator interactions and
performs all aperture checking. If a proton undergoes an in-
elastic interaction or touches the beam pipe it is considered
lost. If this takes place, the particle is removed from the
bunch and the location at which this takes place is recorded.
This can be done at any desired longitudinal accuracy, and
by default a bin size of 10cm is used.
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Figure 2: A comparison of optics between MAD-X and
Merlin showing the S-functions and dispersion in IRS. Ex-
cellent agreement is found for both this region and the en-
tire ring.

Figures 3 and 4 show the example loss map for 2012,
4 TeV running conditions for beam 1. A horizontal beam
halo (a ring in 2, 2’ normalized phase space, 0 in y,y’) is
used, which is then transformed into physical coordinate
space. The initial impact parameter with the collimator can
be adjusted, and in this case 1pm is used. Beam is injected
at the closest (primary) collimators in IR7, and tracked for
200 turns.

Horizontal Loss map at 4 TeV
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Figure 3: An example collimation loss map for 4 TeV 2012
running conditions. The initial simulated beam halo is a
purely horizontal halo.

The loss map variable plotted is cleaning inefficiency
around the ring, defined as:

Nabs

’[’] =
As X Nyotal

where 7 is the inefficiency, As is the bin size, n,ps is the
loss count in that bin, and ni.i4 1S the total number of
losses.

As can be seen, the highest loss locations are in the col-
limation regions, specifically the IR7 betatron collimation

13



MOABC3

T T T T
Collimator losses m—
o [ Cold losses mum—m
10 Warm losses mmmmm 12
Merlin Dy

Inefficiency [m™]
Dispersion [m]

Figure 4: A zoom of the 4 TeV 2012 running conditions
loss map focusing on the betatron collimation region in IR7
allowing the losses in the dispersion suppressor to be seen.
The horizontal dispersion is also shown as the green line.

region. Figure 4 shows a zoom of this region. Here the
effect of dispersion can be seen on the losses. Protons are
lost in cold regions following the collimation region, which
is minimised in the design.

Lattices have been generated in MAD-X which involve
both field and alignment errors on dipole, quadrupole and
sextupole magnets, to allow the effects of any lattice errors
on losses to be estimated. These error configurations are
then corrected using the available corrector circuits in the
optical model. Collimators are aligned to the un-errored
reference orbit, and then both the magnet errors are added,
followed by corrections. Loss maps are generated in this
configuration and it is found that as long as corrections
are applied there is little quantitative difference to the loss
maps generated. This includes both the locations of lost
protons and the magnitude of losses.

UPDATED SCATTERING PHYSICS

In order to more accurately simulate the losses in the
cold dispersion suppressor regions, more accurate simu-
lation physics must be used over the current generation
of codes. New models of proton-proton interactions have
been developed, with the aim of expanding these to proton-
nucleus interactions. Focus has been on two types of scat-
tering, elastic and single diffractive scattering taking into
account both theoretical considerations and experimental
high energy physics data. Elastic interactions will give an
angular kick to the outgoing proton, increasing the size of
the beam halo, with the possibility of the proton exiting
the dynamic aperture [6]. Single diffractive interactions
can allow a proton to exit with an angular kick, and an
energy loss [7]. This energy loss will move the outgoing
proton away from the reference momentum, hence on entry
to a dispersive region, they will undergo large orbit excur-
sions, and collide with the accelerator beam pipe. Since the
fits to these cross sections are mathematically highly com-
plicated, it is faster computationally to pre-generate these
distributions in an array, and interpolate them as required.
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The updated scattering physics will be described in a future
publication.

OTHER ENHANCEMENTS

New materials, such as composites are now supported.
Since Merlin is a C++ library, this is enabled via creating
a new material class which inherits from the base mate-
rial class, and specific access functions that are defined as
virtual can be overridden. For example GetdEdx() will re-
turn the mean energy loss for the material mixture, whereas
GetElasticCrossSection() will return the cross section for a
randomly chosen nucleus within the material (weighted de-
pending on the material composition). The same function
calls are used for both a pure element, and material mix-
tures in order to model novel collimation materials.

Wakefield calculations are now fully parallel due to a
parallel bunch moment calculation. Previously, particles
were transferred between threads to a single node, where
the wakefield calculation took place. Particles were then re-
distributed. This gave a speed increase over single threaded
operation since standard tracking could take place in paral-
lel. Itis not the most efficient method, since a large quantity
of bandwidth is required to transfer particles, and whilst
this calculation takes place, CPU cores sit idle. Now the
mean and standard deviation are calculated in parallel (for
bunch slicing), and data is shared via a call to the Allreduce
function.

CONCLUSION

In conclusion, the accelerator physics code Merlin has
been extended in many areas to make detailed studies of the
LHC collimation system and calculate halo loss maps. The
loss maps have been produced for 2012 4 TeV running, and
Merlin is ready to be used for studies of the LHC upgraded
collimation system.
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Abstract

Beam-based setup of the LHC collimators is necessary
to establish the beam centers and beam sizes at the col-
limator locations and determine the operational settings
during various stages of the LHC machine cycle. Auto-
matic software algorithms have been successful in reduc-
ing the costly beam time required for the alignment, as
well as significantly reducing human error. In this paper,
the beam-based alignment procedure is described, and the
design of algorithms such as a BLM feedback loop, paral-
lel collimator alignment, pattern recognition of BLM loss
spikes, automatic loss threshold selection and coarse BPM-
interpolation guided alignment is explained. A comparison
on the alignment results from the 2010 to the 2012 LHC
runs is presented to illustrate the improvements achieved
with the automatic algorithms.

INTRODUCTION

The Large Hadron Collider (LHC) located at CERN
is designed to collide two counter-rotating particle beams
with an energy of 7 TeV each [1]. Machine protection
systems are installed to prevent damage to the LHC in the
event of beam loss scenarios. The collimation system pro-
tects the collider against unavoidable losses, which may
cause quenches in the superconducting magnets, damage
to beam pipe equipment or cause electronics degradation
as a result of radiation effects [2].

At present, the collimation system is made up of over
100 collimators which are arranged in four levels of retrac-
tion from the beam in the form of a hierarchy. The LHC
consists of 8 arcs and 8 straight sections, called insertion
regions (IRs). The collimators are located mainly in IR3
and IR7 to scatter and absorb particles with large momen-
tum and betatron offsets respectively.

Each collimator providing cleaning of normal beam
losses consists of two blocks, known as jaws, of graphite or
tungsten. In order to ensure maximum cleaning efficiency
and protection, the jaws must be positioned symmetrically
around the beam with the correct gap in units of beam stan-
dard deviations (sigmas). The jaw positioning accuracy is
5 pm, and a three-tier control system allows the upstream
and downstream edges of each jaw to be moved separately
via four motors [3].

The beam centers and beam sizes at the collimator lo-

*Work supported by FP7 EuCARD
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cations are determined from beam-based alignments. The
setup procedure relies on feedback from beam loss mon-
itors (BLMs) [4], which consist of ionization chambers
placed downstream of the collimators. The BLMs capture
beam loss showers caused by primary beam particles im-
pacting on the collimators. A collimator jaw is aligned to
the beam halo when a clear spike is observed in the BLM
signal.

In 2010, the setups were performed ‘manually’, meaning
that human feedback was required to determine when the
jaw is aligned to the beam. This was achieved by observ-
ing the BLM signal on a screen following a jaw movement.
A disadvantage of this method is the setup time required,
which is data lost for the experiments and beam time for
other users. Human error results in incorrect jaw move-
ments, causing high losses and beam dumps, therefore con-
tributing to the setup time. In order to speed up the collima-
tor alignment and minimize the intervention required from
the operator, a set of automatic algorithms has been imple-
mented in the top-layer of the LHC software architecture in
Java.

COLLIMATOR SETUP PROCEDURE

Each collimator is aligned in a four-step procedure, as
established in [5]. The setup procedure is illustrated in
Fig. 1. The first step is to align the left and right jaws of
a reference collimator to form a reference cut in the beam
halo. This collimator is taken to be the primary collimator
(TCP) in the same plane (horizontal, vertical or skew) as
the collimator to be aligned, called collimator i. As a par-
ticular jaw can be declared to be aligned only if it was the
only jaw moving when the BLM signal spike occurs, the
left and right jaws are moved towards the beam separately.
After aligning the reference collimator, the same procedure
is performed for the collimator i (2), and the reference colli-
mator is aligned once again (3). The beam center can then
be determined from the final measured left and right jaw
positions ™ and ™™ of collimator i:

Az; = +—F—— ey

A full derivation of the calculation for the inferred beam
size at collimator i is available in [6], and can be calculated
from the jaw half gap and the average cut n; in units of
sigma at the reference collimator:
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where £ is an index for the number of reference collimator
alignments. The reference collimator is aligned both before
and after the setup of collimator i to account for the halo
that is scraped away. The final step is to set the left and right
jaws of collimator i using the values obtained for the beam
center and beam size to maintain the collimation hierarchy,
where N; is the half gap opening for a particular collimator
family:

w* = Aw; + Nio™ 3)

K3

ploset — Ax; — Nioznf 4)

K3

An alignment of all moveable 86 collimators is performed
yearly during the beam re-commissioning phase. The beam
centers and beam sizes must be known for various stages of
the machine cycle. At 450 GeV (injection energy), all col-
limators are aligned. For the 4 TeV operational energy in
2012, 80 collimators are set up (the six injection protec-
tion collimators are excluded). The 16 tertiary collimators
(TCTs) are aligned with both beams squeezed to the opera-
tional Sx in the experimental IPs, and are set up again when
the orbit separation bumps are collapsed and the beams are
brought into collisions. In addition, the tertiary collimators
which protect the experimental regions are aligned follow-
ing a change in the beam orbit to accommodate modifica-
tions for the experiments, such as a change in the crossing
angle.
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Figure 1: The four-stage beam-based alignment procedure
for collimator i. The reference collimator is aligned to form
areference cut in the beam halo (1). Collimator i is aligned
(2), followed by a re-alignment of the reference collimator
(3). Finally, collimator i is opened to its position in the
hierarchy (4).
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BEAM LOSS FEEDBACK

The first algorithm developed to speed up and automate
the alignment process makes use of a beam loss feedback
loop [6]. A periodic jaw movement can be started from the
top-level application, and before each jaw step the algo-
rithm would ensure that the BLM signal is below a pre-
defined threshold, which is several orders of magnitude
lower than the beam dump loss threshold. The algorithm
takes four inputs, consisting of the left and right jaw step
sizes in pm, Amf and Amf, the BLM signal threshold
SThres in Gy/s and the time interval between each step ¢5
in seconds. In the 2010 and 2011 LHC runs, the BLM data
was acquired at a rate of 1 Hz, and following software up-
grades as of 2012, the data is received at a rate of 12.5 Hz.
The jaw moves at 2 mm/s, and steps can be sent at a rate of
1-8 Hz. When the jaw movement is stopped, human feed-
back is required to ascertain whether the jaw is touching the
beam halo from the BLM loss spike displayed. Hence, the
algorithm is semi-automatic. A flowchart of the algorithm
is shown in Fig. 2.

L R 45 oThres/
Ax; Ax| t; S,

No

Display
“Step Size =0”

Move in collimator by Ax!
and Ax| every t; seconds

Figure 2: A flowchart of the beam loss feedback loop,
which is used to align the collimator jaws in a semi-
automatic manner. Human feedback is still required at the
end to check whether the BLM signal is a clear loss spike,
which would indicate that the jaw is aligned.
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Figure 3: Both jaws of eight skew B1 collimators moving in parallel. The similarity of the BLM spike patterns and the
simultaneous stopping of three collimators highlights the need to automatically identify which collimator jaw is actually
aligned to the beam. The perpendicular lines indicate where the jaw stops when the losses exceed the threshold.

PARALLEL COLLIMATOR ALIGNMENT

A parallel alignment algorithm was developed to move
all collimator jaws in steps towards the beam using the
beam loss feedback loop, once the latter proved to be suc-
cessful. It provides a coarse but quick way of positioning
a set of collimator jaws around the beam, after which each
jaw can be finely aligned in sequence. During initial tests of
the algorithm, an expected cross-talk effect was observed,
in which a loss pattern registered on the BLM of one par-
ticular collimator was also detected on on other collimator
BLMs downstream. An example is illustrated in Fig. 3,
where the BLM threshold was set to 5 x 10~% Gy/s for
all collimators. Three have stopped moving as the losses
on their BLMs have exceeded the threshold. Cross-talk
prevented the parallel setup method from functioning ef-
ficiently, and therefore the algorithm was designed to iden-
tify which collimator jaw is at the beam.

The parallel setup algorithm uses a timer task (Check-
Colls) to check whether any collimators have stopped mov-
ing. As soon as a collimator stops moving due to an ex-
ceeded BLLM threshold, another timer task (CheckCollsT)
is started to determine whether any other collimators also
stop within a pre-defined time period T'. If this is the case,
all the other collimators moving in parallel are stopped so
that the algorithm can concentrate on the collimators that
stop within 7. In case the BLM threshold S7"7¢* set dur-
ing the previous movement is now below the background
signal, an option allows the user to instruct the program to
automatically increase the threshold in steps up to a max-
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imum amount S1"7¢s If the threshold is exceeded at the
second step or thereafter, the jaw is declared to be aligned
to the beam, and the algorithm terminates to allow the op-
erator to start the sequential alignment.

BEAM LOSS SPIKE RECOGNITION

The alignment procedure can be automated further if a
collimator expert is no longer required to visually judge
whether a loss pattern is a clear indication that the jaw has
touched the beam. An example of an optimal loss spike
is shown in Fig. 4. The four pattern components include
the steady-state losses before the spike, the loss spike, the
temporal decay and the steady-state losses after the spike.
Features inherent in the loss pattern were identified to dis-
criminate between optimal and non-optimal loss spikes. A
Gaussian fit can be applied to the loss spike component
folded around the maximum value, while a power fit can
be made to the temporal decay. Six features were consid-
ered:

e Maximum value

Steady-state average
e Variance

Gaussian fit correlation coefficient

Power fit gradient

e Power fit correlation coefficient

The Support Vector Machines (SVM) algorithm is a su-
pervised learning technique that can be used for classifica-
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tion of data, and was used to classify the loss spikes [7].
It operates by maximizing the margin between the train-
ing data points and the decision boundary. The LIBSVM
tool [8] was used for training and testing of the SVM
model. The radial basis function kernel was chosen as it has
less hyperparameters, and presents fewer numerical diffi-
culties. A total of 444 samples were available from align-
ments in 2011 at 3.5 TeV. The sizes of the training and the
testing datasets were chosen to be equal. An accuracy rate
of 97.3% was achieved for the training data, while 82.4%
of the test data were classified correctly, which gives an
overall prediction rate of 89.9%.

AUTOMATIC THRESHOLD SELECTION

An algorithm that could automatically set the loss thresh-
old at the start of each jaw movement would contribute
greatly to automating the alignment procedure further.
Samples of the steady-state BLM signal in 20 second inter-
vals and the subsequent threshold set by the operator were
collected. The exponentially weighted moving average of
each sample was determined, with the larger weights as-
signed to the most recent values. If the thresholds set by
the operator averages are plotted as a function of the log-
arithm of the averages, an exponential fit can be applied
to the data as shown in Fig. 5. The threshold set by the
algorithm during the alignment is therefore:

S;Thres — 0.5358460.859161 (5)
The maximum threshold that can be setis 1 x 104, which

is an order of magnitude below the BLM dump thresholds.

BPM-INTERPOLATION GUIDED
COLLIMATOR ALIGNMENT

An approximation to the beam centers at the collimators
can be obtained from an interpolation of the orbit measured
at specific locations by Beam Position Monitors (BPMs).
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Figure 5: Loss thresholds applied before the start of a jaw
movement as a function of the logarithm of the exponen-
tially weighted moving average of the BLM signal. An
exponential fit can be applied to the data.

The interpolation can be exploited to speed up the align-
ment process, if the errors between the interpolation and the
beam-based measurements are not too large. Two datasets
were built, one containing the beam-based alignment cen-
ters measured in 2011 and 2012, the other containing the
interpolated orbit at each collimator at the time of align-
ment [9]. The average delta between the datasets is of
~ 550pm, with maximum deltas of ~ 3000pum for the
tertiary collimators, where the interpolation reliability is
known to be worse. The jaws can now be moved in one
step at a rate of 2 mm/s from the initial positions to a safe
margin around the beam based on the IR7 TCP cuts. A
gain in time of a factor 200 can be achieved for this part of
the alignment using this technique, instead of the standard
10 pm step every second. The left and right jaws are hence
moved in to the following settings:

xZL = Azznt + (NTCP + Nmargin) X O'ln + 27 ! (6)
R int n Am,im&.
T, = Azi = (NTCP +Nmargin) X0, — T (7)

where Azi"" is the interpolated beam center at collima-

tor ¢, Nycop is the half-gap of the IR7 TCP in units of
o, o} is the nominal 1o beam size and A, ;. is the ex-
pected offset between the interpolated and the measured
center from beam-based alignment, based on the empiri-
cal analysis. Once the IR7 TCP is aligned, typically at 3 -
4 0, a further safety margin Ny,qrgin is applied (e.g. 20)
over and above the TCP cut. In a LHC Machine Devel-
opment (MD) study at 450 GeV [10], 27 collimators were
positioned around the beam guided by the interpolated or-
bit, and were subsequently aligned using the parallel align-
ment algorithm. These collimators were aligned in 1.75
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hours, which if extrapolated to a full alignment of all 80
collimators at 4 TeV flat top results in a setup time of 5.5
hours. This is a factor 5 improvement over the setup time
of 28 hours achieved with manual alignment at 3.5 TeV.

RESULTS

The time taken to set up collimators is the most impor-
tant indicator of the efficiency of a setup algorithm. The
total time required Teq,y is defined as follows [6]:

Tsetup = Tbeam +dx Tturnaround (8)

where Tpeqrm is the beam time used for setup, C is the
number of collimators set up and d is the number of beam
dumps caused by collimator setup. The turnaround time
Tiurnaround 1S the time consumed from the point of beam
dump until the machine is cycled back to the setup operat-
ing point, which can reach 3 hours for flat top. Figure 6
shows the evolution in T, and the average jaw step
size for collimator alignments at injection and flat top from
2010 to 2012. A larger setup time was required for 2011
due to a phased change-over between manual and semi-
automatic alignment and the use of a smaller average step
size, which reduces the probability of dumping the beam
and improves the alignment accuracy. The setup times
achieved from 2011 onwards are more impressive when
one considers that the average jaw step size was reduced by
a factor 4, and hence the jaw takes longer to cover a given
distance in mm. The setup times continued to improve in
2012 with a higher BLM data rate of 12.5 Hz allowing the
jaws to be moved at the maximum rate of 8 Hz.

30t o . 1100
—*— Injection Setup Time —<— Injection Step Size
< — » —Flat Top Setup Time - = — Flat Top Step Size {90
N
25r  °
N 180

Average Step Size [um]

0
2012 MD

0
2010 2011

Setups
Figure 6: Evolution of the setup time for the collimator
alignments and the average jaw step sizes used at injection
and flat top from 2010 to 2012. The 1 hour 45 minutes
required to setup 27 collimators during the 2012 MD is ex-
trapolated to 5.5 hours for a full setup.
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SUMMARY

The cleaning efficiency of the LHC collimation system
is highly dependent on the careful positioning of all colli-
mators. The positions are determined as a result of beam-
based alignment. Due to the large number of collimators,
the time to complete the alignment can reach over 20 hours
in the absence of automatic algorithms, which results in re-
duced time for LHC physics operation. In this paper, sev-
eral algorithms aimed at automating and speeding up the
alignment procedure have been described. The algorithms
have been successful in drastically reducing the need for
operator intervention, and have decreased the set up time
by a factor 5 at flat top.
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LINAC BEAM DYNAMICS SIMULATIONS WITH PY-ORBIT
A. Shishlo’, ORNL, Oak Ridge, TN 37830, USA

Abstract

Linac dynamics simulation capabilities of the
PyORBIT code are discussed. PyORBIT is an open
source code and a further development of the original
ORBIT code that was created and used for design,
studies, and commissioning of the SNS ring. The
PyORBIT code, like the original one, has a two-layer
structure. C++ is used to perform time-consuming
computations, and the program flow is controlled from a
Python language shell. The flexible structure makes it
possible to use PyORBIT also for linac dynamics
simulations. A benchmark of PyORBIT with Parmila and
the XAL Online model is presented.

INTRODUCTION

The negative hydrogen ion SNS linac was designed [1]
by using the Parmila accelerator simulation code [2]. In
addition to envelope tracking codes, such as the XAL
online model that is used routinely in the SNS control
room, particle in cell (PIC) simulation codes like Parmila
are valuable tools for halo growth calculations and beam
loss estimation in heavy ion linear accelerators.
Unfortunately, the Parmila code is not actively supported
today, and a large project, such as SNS, cannot afford to
lose PIC simulation capabilities for any part of the
accelerator. During the search performed by the SNS
accelerator physics group, we could not find an
accelerator code that satisfies the necessary conditions of
the full control over the source code, the underlying
physical models, and possible modifications. To solve this
problem we started the development of a home-grown
open source linac accelerator code on an existing
platform, namely the PyORBIT code.

PY-ORBIT AND ORBIT CODES

PyORBIT is a PIC code developed from the original
ORBIT code [3]. ORBIT has been used for the design of
the SNS ring and transfer lines, simulations of collective
effects for SNS, and for other projects. PyORBIT, like the
original ORBIT, has a two-language structure. Time-
consuming calculations are performed at the C++
language level, and a simulation flow control is
implemented in a scripting language. In PyORBIT the
outdated and unsupported SuperCode is replaced by
Python, an interpreted, interactive, object-oriented,
extensible programming language. The PyORBIT project
was started not only to replace the old programming
technologies, but to perform calculations for the laser
stripping experiment [4] which could not be performed by
the original ORBIT. At this moment, PyORBIT does not
have all features of the original code, but we are in the
process of transferring the old ORBIT modules to the new

*shishlo@ornl.gov
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code. It is not a straightforward process because of
ubiquitous SuperCode dependencies in ORBIT. On the
other hand, this provides the opportunity to restructure the
modules in a more efficient and clear way.

The structure of the PyORBIT code was described in
Ref. [3]. From the beginning the code has been
developing as a loose structure capable of accommodating
many weakly or completely unrelated projects. We took
advantage of this feature of PyORBIT when the linac
simulation part was included into the code.

LINAC PART OF PY-ORBIT CODE

The new linear accelerator lattice package in PyORBIT
is a concrete implementation of abstract accelerator lattice
classes described in [3]. Therefore, right now we have
two types of the lattices — one for rings and transfer lines,
which is similar to the lattice of the original ORBIT code,
and another for the linear accelerators. The new
implementation was necessary because the energy of a
synchronous particle changes along the linac lattice, and
the parameters of the lattice elements must be changed
accordingly. In addition to this feature of the linear
accelerator lattice, we implemented a more complicated
structure that includes subsequences and RF cavities that
in turn consist of RF gaps. The RF cavities themselves are
not lattice elements. They are used to synchronize the
phases of all RF gaps that belong to a particular RF
cavity. Before using this type of lattice, it must be
initialized by tracking a design particle to map its arrival
time at each RF cavity. Only after that will changes to the
cavity amplitudes or phases in the model reflect the
changes in the real machine.

At present, a linac lattice can be built in two ways.
First, it can be constructed right in a PyORBIT script by
adding lattice elements one by one. Second, it can be built
by using an input XML file and linac lattice parser. The
parser assumes a certain structure of the input XML file.
This structure will be standardized in the future when the
list of necessary parameters is agreed upon among all
users. At this moment, all classes in the linac packages are
considered experimental, and they are kept in a specific
SNS linac directory. All these classes are pure Python
classes. They are lightweight and can be easily modified
to accommodate different requests. It is also possible to
implement a third type of abstract accelerator lattice if a
more universal approach is required in the future.

There are several new C++ classes that have been
created to simulate physics in linear accelerators. They
include two types of space charge calculations and a
simplified RF gap model. We plan to implement more
sophisticated RF models in the near future.
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THE RF GAP MODEL

An accelerator node representing a zero length RF gap
changes the energy of each macro-particle in the bunch
and performs transverse focusing or defocusing according
the arrival time (a relative phase) of this particle:

Woi =W, + E,TL- coS(@p + ¢) €]

(),
Py ="'k (Qpe + @)1 )
(}ﬁ)out j K

where W is the kinetic energy, £,7L is the maximum

energy gain, @, and ¢ are the phases of RF and macro-
particle relative to the synchronous particle, ¥ and ﬂ are

relativistic parameters, 7 and 7'are the transverse

coordinate and angle of the macro-particle, and k ;isa

transverse focusing coefficient [5].

THE SPACE CHARGE MODULES

Usually, particle bunches in rings and linear
accelerators have different ratios between longitudinal
and transverse sizes, and therefore methods of space
charge calculation are different. At present, the PyORBIT
space charge modules for linacs, where the transverse and
longitudinal sizes are comparable, include two methods:
3D uniformly charged ellipsoid field and a 3D FFT
Poisson solver.

Electric Field of Uniformly Charged Ellipsoid

The simplest way to calculate space charge forces for
the linac bunch is to approximate its charge distribution
by a uniformly charged 3D ellipsoid. The electric field
inside and outside of such an object can be easily
calculated [6], and the space charge force momentum
kicks are applied to each macro-particle in the bunch. The
parameters of the ellipsoid are found from the condition
of equality of rms sizes for the real bunch and the
approximation. This scheme is very simple and fast, and it
will work even if the linac bunch consists of very few
macro-particles (several hundreds is an acceptable
number). This approach can be considered a variant of
beam envelope calculations in Trace3D or in the XAL
online model. If the charge density distribution is more
complicated, an arbitrary number of uniformly charged
ellipsoids can be used.

3D FFT Poisson Solver

If the linac bunch has an asymmetric shape, the Poisson
equation for the electric potential should be solved by an
exact method. For this purpose PyORBIT has a 3D FFT
Poisson solver that uses the FFTW library. This solver
will work in the case of parallel calculations, but it has
bad parallel scalability, because all calculations related to
the FFT transformations are identical and are performed
on each CPU. The parallel efficiency of this module is
determined only by the distribution of the macro-particles
between CPUs. In the future we plan to add more efficient
3D Poisson Poisson solvers.
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PY-ORBIT VS. PARMILA

A benchmark between Parmila and PyORBIT for linear
accelerators was performed for the warm linac of the SNS
accelerator. It includes the Medium Energy Beam
Transfer (MEBT) line, Drift Tube Linac (DTL), and the
Coupled Cavity Linac (CCL). All efforts were made to
create identical lattices for the two codes. PyORBIT
generated an initial “water-bag” distribution of 20000
macro-particles. The exact particle coordinates were
translated to Parmila notation and packed into the
Parmila’s direct access FORTRAN file. The design initial
Twiss parameters were used. The peak current of the linac
bunch was set to 38 mA. The uniformly charged ellipsoid
model was used for the space charge nodes in the
PyORBIT lattice. For Parmila’s space charge calculations
the option “3D Picnic” was used. The execution time for
the PyORBIT script on one CPU was about five times
faster than for Parmila. The results of the simulations for
all 90 meters of the warm SNS linac are shown in Fig. 1.
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Figure 1: The calculated rms sizes of the bunch (on the
left side) and emittances (on the right) in the warm part
(MEBT-DTL-CCL) of the SNS linac. The black line is for
Parmila, and the red one is for PyORBIT.

There is not perfect agreement between the Parmila and
PyORBIT results, but we have to take into account that in
the PyORBIT simulations we used a simplified RF gap
model. That can explain the big differences between the
longitudinal emittances for the two codes seen in Fig. 1.
The usage of 3D the Poisson solver instead of the uniform
ellipse model did not change the PyORBIT results much.
The execution time was twice as fast for PyORBIT with
the same number of grid points in the 3D solver.

Our benchmark can be compared to the benchmark
between the Track code and Parmila for the DTL part of
the SNS linac [7]. The quality of agreement in the Track-
Parmila and PyORBIT-Parmila benchmarks are similar,
especially if we take into account that here we include
90 meters (MEBT-DTL-CCL) of the SNS linac instead of
40 meters (DTL only) as in Ref. [7].
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PY-ORBIT AND XAL ONLINE MODEL

Another benchmark to check the correctness of the
linac part of the PyORBIT code involves the XAL online
model (OM) [8]. OM is an envelope tracking code that
was carefully tested against Parmila, Impact, Trace3D,
and the SNS linac real measurements. The results of
PyORBIT and OM for the SNS Superconducting Linac
(SCL) are shown in Fig. 2. Both simulations include
space charge effects for a peak current of 38 mA. The
agreement between the two codes is very good, especially
if we keep in mind the fundamental differences between
codes: one is a PIC and the other is an envelope-tracking
code.
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Figure 2: The transverse and longitudinal rms sizes of the
bunch in the SNS SCL linac simulated with PyORBIT
(red line) and OM (black line) codes.

FUTURE PY-ORBIT DEVELOPMENT

The most urgent need of the linac part of PyORBIT is a
development of more comprehensive RF gap models. We
are going to develop at least two new models. The first
model will reproduce Parmila’s approach [5] with the
same simulation time, and the second one will include the
3D tracking of each particle in the time dependent
electromagnetic field of the cavity. The second model will
slow down the simulations, but it will allow verification
of the simplified approaches.

Another addition will be a collimation module that will
be moved from the original ORBIT. It will be shared with
the ring related part of PyORBIT, and it will provide the
loss accounting for the linac models. It also can be used
for a design of collimation systems at SNS.

The development of the new space charge modules will
depend on available manpower and a real necessity in
parallel calculations.
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CONCLUSIONS

Linac beam dynamics simulation capabilities have been
successfully implemented into the PyORBIT code, which
was previously restricted to rings and transport lines. The
new linac part has been successfully benchmarked against
Parmila and the XAL Online Model. The simplified RF
cavity model and a non-scalable parallel 3D space charge
solver will be supplemented with more realistic and
effective models.

PyORBIT is an open source code, and it can be
downloaded from the Google project hosting [9]
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AN IMPLEMENTATION OF THE VIRTUAL ACCELERATOR IN THE
TANGO CONTROL SYSTEM*
P. Goryl”, A. 1. Wawrzyniak, Solaris at the Jagiellonian University, Krakow, Poland

T. Szymocha, ACK Cyfronet AGH, Krakow, Poland
M. Sjostrom, MAX IV laboratory, Lund, Sweden

Abstract

Integrating physics codes into the control system gives a
possibility to improve machine operation. Providing tools for
making computations directly within the control system and
letting exchange data between the control system and models
is a way of simplifying the whole process of calculating and
applying machine's operational parameters as well as keeping
track of them. In addition, having a so-called on-line model
could be useful for the system diagnostic and faults detection,
especially when the objective approach is considered. The
concept of the Virtual Accelerator as well as its
implementation for the Tango control system will be presented
as it is planned to be used for both facilities: the Solaris in
Krakow, Poland and the MAX IV in Lund, Sweden. This
includes the ModelServer tango device, the simplified C/C++
Tango API to be used with physics codes like Tracy 3 and the
tango2elegant script providing an easy solution for integrating
the elegant tool with the Tango Control System.

INTRODUCTION

The Virtual Accelerator is a concept of integrating and
interfacing different simulation codes into the control
system (CS). However, an implementation presented here
could be used with any kind of computation codes. It has
been successfully implemented at the SLS[1] using the
CORBA protocol and at the Diamond Light Source for
the EPICS control system[2].

The Virtual Accelerator implementation for the Tango
CS presented in this paper has been developed with
several goals:

e Standardize a way to starting and

computations from the control system

e Simplify data exchange between the control system
and the simulation code

e Provide a standard interfaces to different kind of
equipment (classes of devices in case of the Tango
CS)

e Provide a central point for storing calculated
machine parameters within the control system
architecture thus making these directly available for
all control system applications

e Provide a facility to debug control system scripts and
high level applications before these will be run for a
real machine. It is expected to make the machine
commissioning more efficient.

The Tango CS

The Tango control system implements an objective

stopping

* Work supported by the European Regional Development Fund
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approach to interface controlled devices. It provides an
interface with attributes, representing process values
(PVs) or state values and commands representing
operations one can invoke on a particular device. Each
device is in fact represented as an object of a certain class
as it is in the Object Oriented Programming (OOP) [3].

The OOP introduce a mechanism called the
polymorphism along with a mechanism of the classes
inheritance. This provides a way to abstract from what is
behind an interface. As an example, all power supplies
integrated in a control system (CS) could expose the same
interface to users regardless of a fieldbus the CS is using
to communicate with a particular equipment. This also
means that it is possible to use the same interface to a
model of a controlled system as to the real one. With
some assumptions actors interacting with the CS will not
be able to distinguish if they work with a real or a
modelled system. It does not mean that the same could
not be achieved with a non-object oriented CS.
Nonetheless, the OOP makes it natural.

Integrating physics codes with the CS takes advantage
of the existing tools of the control system. The
integration is expected to improve the system diagnostic
as well as simplify applying to the machine calculated
machine’s parameters. The computation results could be
logged with the Historical and the Temporary Databases
(the HDB and the TDB). Computed settings could be
remembered as a snapshot with the Tango SNAP tool.
Making the model available through the control system
could enable online comparison between the real machine
and the virtual one. Distributing machine’s parameters,
simulation results and real machine’s signals through the
Tango control system will prevent from clutter caused by
using different protocols for data exchange.

The Virtual Accelerator for the Tango Project provides
the following components:

e The Model Server device. It is a device that
standardizes and simplifies invoking of computation
from the Tango CS.

e The Simple-Tango (STango) APIL. This is C/C++
library enabling access to a Tango CS in a ‘one line
code’. It hides some Tango complexity.

e The tango2elegant. This is a script interfacing the
elegant tool with the Tango CS.

THE MODEL SERVER

The Model Server is a tool to run computations inside
the Tango control system. It is implemented as a Tango
device. Its class name is ModelServer. It is written in the
Python language with the PyTango library. The Model-
Server class inherits from the DynamicDS class[4].
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The Model Server device is able to run any arbitrary
program, script or operating system command. All what is
supposed to be run is called a Job. The Model Server
device is an interface to run and to control the execution
of jobs through the Tango CS.

For the security reasons jobs are placed on a disk in
subdirectories of a selected directory. This is specified by
a device property named JobsPath (device properties are
the feature of the Tango CS). Those subdirectories names
denote Jobs’ names. Additional security measure is
provided with possibility to execute the jobs with system
credentials provided by two another device properties:
SystemUser and SystemGroup. Details on how to deploy
and configure the Model Server are found in [5].

The Model Server Interface

The Model Server provides four main commands to
control jobs

e On - to initiate a job

e Off —to clean after a job

e Start — to start the initiated job for certain number of
iterations or in an infinite loop.

e Stop — to stop execution of the job. It is possible to
stop it immediately (kill the process) or wait for the
current iteration to finish.

The model server provides reading attributes, to
diagnose job progress: number of finished iterations,
when the job has been started, how long it takes to do the
job, the job’s name.

Since the device class is based on the DynamicDS class
it is possible to define so-called dynamic attributes. These
may be used by a job to set and read values.

Jobs

However, while the Model Server can run any arbitrary
script or code. Its primary application is to run a beam
physics code using input from the control system. This
kind of codes typically run iteratively in steps:

e [oading a model (lattice file)

Reading values from the control system

Modifying the model according to the values from the CS
Computing

Reading the results

Writing the above to the CS

It could be that some of the steps are not implemented
in a particular job. However, the reading from and the
writing to the CS are common. It is not necessary for an
operator or a beam physicist to know details of the control
system programming. This is where two another
components - the Simple Tango and the tango2elegant -
comes into play. Those are described later in this paper.

The Model Server Limitations

The main limitations for the current implementation of
the Model Server are that it can only be run on *nix
operating systems and that it depends on the sudo tool.
However, future versions will aim to improve flexibility
in starting jobs. As an example it will be possible to
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directly use the Unicore middleware for setting the job’s
credentials as well as sending it to a remote computing
resource like the PL-Grid infrastructure [7]. In addition, it
would be of interest to trigger a job based on CS events,
such as changes in certain settings or read values.

THE SIMPLE TANGO (STANGO)

Simple-tango is a C/C++ library that simplifies access to
the Tango control system with C/C++ codes. It is a set of
functions for reading and writing devices’ attributes in a
“one line” code. It hides most of the Tango complexity (even
though it is not very complex) from a code writer. It is not
intended to replace the Tango API. For more complex
operations, one will need to use the Tango API anyway.

The STango uses the standard C/C++ data types to get
and to set attributes’ values. It does a real conversion from
the Tango data types to the C numeric types: double,
float, short, unsigned short, int, unsigned
int.

There are functions for reading and for writing values
of scalar, spectrum (1D array) and image (2D array)
formats. There is also a function for calling argument-less
tango commands. For compatibility with the C there are
specific functions that deal with each of the supported C
data types. Template functions are provided for use in
C++ codes. Please refer to the documentation [5] and the
STango source code for details.

The STango Source Code

Simple-Tango provides two header files: stango.h,
stangoimpl.h and two implementation files: stangolib.cpp
that implements functions for the C and stangoimpl.cpp
that implements a device proxies management. These are
compiled to the library libstango.so, which have to be
linked with a program (i.e. the gcc option -Istango).

The stango.h is the header file for use with pure C
programs. In C++ code one can use the stangoimpl.h. It
provides generic functions as well as giving access to
some internal library functionalities.

THE TANGO2ELEGANT

The elegant physics code is used at MAX IV and at
Solaris to design and investigate the linear accelerators as
well as the storage rings [8,9]. elegant is a code provided
by the Advanced Photon Source [10]. It does a variety of
beam dynamics related calculations. The main input file of
elegant is structured as a series of Fortran namelists.
These namelists are commands with their parameters. The
commands setup and invoke calculations. The command
parameters’ values are specified directly or in specified
external files. As an example, a lattice file describing a
machine lattice is provided as a reference. The commands
are defined and described in the elegant documentation [6].
Among the elegant commands there is a command
g&alter elements. Itallows runtime modification of a
parameter value for one or more elements [6]. This feature is
exploited by the tango2elegant.

10 Controls and Simulation
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The tango2elegant is written in the Python language. It acts
as a pre- and a post-processor of the elegant input and output
files. In pre-processing it reads a main input file and sends
effects to the standard output or a file. Its output can be used
by the elegant as an input. For the post-processing it uses the
main input file and the elegant output files and modifies values
in the control system.

It searches the elegant main input file for additional
commands (not defined in the elegant) and special strings.
Two commands has been arbitrarily defined - stango_input
and stango output. Special strings are replaced with
respective values see [5].

If stango_input command is found it is altered with a set
of proper elegant commands in the output. Values for
parameters in these commands come from the control system.

If stango output is found it is not sent to the output
(hence elegant will not see it) but according to its
parameters the tango2elegant reads elegant output files and set
values in the control system respectively.

Other commands are directly passed to the elegant.
Comments are omitted. Please refer to the documentation [5]
to see details on how to use the commands.

Usage of the tango2elegant

The simplest way of using the tango2elegant is to call it
as the following:
tango2elegant input.ele
-pipe=in, out

Providing that input.ele is an elegant input file with added
&tango_input and/or stango_output commands.

The other way is suitable for running with the Pelegant. To
assure that there is ready and valid output from the Pelegant, it
is worth to wait until it stops before processing the output:

# pre-process only &tango input:
tango2elegant —-no-tango-out input.ele tmp.ele
# run computation:

mpirun --mca btl openib,tcp,self -np 6 \

Pelegant tmp.ele
# process only &tango output:
tango2elegant --no-tango-in input.ele

| elegant \

STATUS

All three modules have been implemented.

There are efforts to deploy the Virtual Accelerator on the PL-
Grid infrastructure [7]. A dedicated virtual machine (vm) acting
as a Tango host [4] and running several Tango device servers is
up and running. The vm is run inside a cloud being a part of the
PL-Grid computation infrastructure. It is possible to send jobs
from the virtual machine to infrastructure clusters using the
Unicore midleware. The Model Server is supposed to use it. A
current setup reveal a bug in the sudo tool (on Scienific Linux
el5), that in the certain condition wait infinitely for a subprocess
to finish even if it has already ended. It makes impossible to
detect the end of an iteration. Measures has been taken and the
Model Server is in redevelopment to be more flexible in the way
it starts and waits for iterations.

The elegant and the Pelegant have been installed and
successfully used for the beam dynamics calculation on the
ZEUS cluster at the ACK Cyfronet in Krakow, which is a part
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of the PL-Grid infrastructure. Using parallel elegant on the
Zeus cluster for particles tracking studies, performing
frequency maps analysis, etc. benefits in much shorter
calculation time (hours instead of days on a PC). The Tango
with its libraries and tools has been compiled on the ZEUS,
too. It has been proven that it is possible to use the Tango
protocol to exchange data between the cluster and the virtual
machine. It means that it is possible to have the Virtual
Accelerator running on a clusters infrastructure.

It is planned to deploy the Virtual Accelerator at the MAX
IV Laboratory, soon. It will be used to tests high level
applications and scripts for the MAX IV and the Solaris
control system, before real machines will be installed. It is
expected to shorten the commissioning time as well as make
it smother. Later it will be run in parallel to the real machines
also providing an online model.

All the source codes and documentation will be
available through a publicly available SVN server, soon.
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SIMULATION OF ELECTRON CLOUD INSTABILITY
K. Ohmi, KEK, 1-1 Oho, Tsukuba, 305-0801, Japan

Abstract

We discuss coupled bunch and single bunch
instabilities caused by electron cloud in positron circular
accelerators.  Unstable mode  spectrum,  which
characterizes the instabilities, is focused.

INTRODUCTION

Electron cloud causes coupled bunch and single
bunch instabilities. The coupled bunch instability caused
by electron cloud has been observed at KEK-PF, since
start of positron operation in 1988. The instability was
confirmed at BEPC in IHEP, China. The instability has
been observed in KEKB-Low Energy Ring, which is
positron storage ring. Weak solenoid coils were wound
along the whole ring to protect electrons near the beam.
The unstable mode of the coupled bunch instability was
affected by the solenoid status, ON or OFF. Corrective
electron motion reflected to beam unstable mode. The
coupled bunch instability has been observed at DAFNE in
Frascati, Italy. DAFNE is a small et+e- collider ring with
the circumference of 98m. Bending magnets and wiggler
magnets are occupied in a large part of ring. It seemed
that electrons in the bending field play important role.
The unstable mode was characteristic for the electron
motion in the bending field.

Single bunch instability has been observed in KEKB-
LER. Generally fast head-tail instability is caused by
merge between 0 and -1 synchrotron sideband modes in
positron ring. In the single bunch instability, clear positive
side band vytav, (1<a<2) has been observed. The similar
signal has been observed at PETRA-III, DESY, Germany.
The instability has been observed in Cesr-TA, Cornell,
USA. The signal appears as negative side band, vy-vs.

Simulations have been performed to explain the both of
single and coupled bunch instabilities. We present the
simulation results with focusing unstable mode in this

paper.

COUPLED BUNCH INSTABILITY DUE
TO ELECTRON CLOUD

Simulation of Electron Cloud Build Up and
Coupled Bunch Instability

Beam-electron cloud system in multi-bunch regime is
described by following equations:

Px 2N.re Ne
7 2p + K(s)xp, = —— Z Fg(zp —xe)dp(s — se)
s v e=1 (1)
N,
d*x, e dx, —_— . \ - o dd(x.)
- = n—?( pr x B — ZAPFLFE Fglx, —x,)0p(t —1,(s.)) — roc? b
)

where the electric potential of electron cloud is given by
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Ne
Aplx) = ox —x.)
2 ®

Bunches, which are rigid Gaussian shape in transverse
and are located equal spacing along s, are represented by
their center of mass x,. Fg is expressed by the Bassetti-
Erskine formula.

The electron cloud build-up is simulated by integrating
the second equation for the motion of macro-electrons x,
under x,=0. The initial condition of electrons, where and
when electrons are created, is sketched in Figure 1. When
beam pass through the chamber cross-section, electrons
are created with a energy distribution. When an electron
hits the wall, secondary electrons are produced with a
probability.

X

Secondary e-

‘\
& =
beam

Beam chamber

Figure 1: Electron cloud build-up model.

The coupled bunch instability is studied by solving the
two coupled equations (1) and (2).

Coupled Bunch Instability in KEK-PF

Progress of electron cloud effects in these 17 years
(since 1995) started from the interpretation of an
instability observed in KEK-Photon Factory. Very strong
coupled bunch instability had been observed since the
positron storage had started. The threshold of the
instability is very low 10-15mA. Either of positron or
electron could be storaged by changing the polarity of the
magnets. The instability is observed only in positron
storage. Figure 2 shows frequency spectrum for the
instability published in [1]. The first electron cloud build-
up code (PEI) is developed in 1995 [2], and the coupled
bunch instability was interpreted as a wake effect of the
electron cloud. The wake force was estimated by
perturbation of the cloud due to a passage through of a
shifted bunch [2]. Figure 3 shows the simulated wake
force.

Growth rate for each mode is calculated by the wake
force. Figure 4 shows unstable mode spectrum estimated
by the simulated wake force. The growth rate is 0.3msec
for m=250-300. The corresponding frequency is (h-m-
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vy)fy, where h and f;, are beam harmonic number and
revolution frequency, respectively. The growth rate and
mode spectrum well agreed with the measurements.
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Figure 2: Unstable mode spectrum measured in KEK-PF
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20000

w
o
<

o+ ¢

10000 -

-<dv(m/s)>

50 60 70 80 90 100
Bunch

Figure 3: Simulated wake force due to electron cloud in
KEK-PF [2].
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Figure 4: Unstable mode spectra due to the wake force in
Figure 3 [2].

Coupled Bunch Instability in BEPC

Experiments were held to study reappearance of the
electron cloud instability in BEPC since 1997. Both/either
of positron and/or electron beams could be stored in
BEPC; where the circulating directions are opposite.

Figure 5 shows mode spectra in positron and electron
storage, respectively. Multi-mode instability similar as
KEK-PF observation (Figure 2) was seen in BEPC. While
single mode instability in electron storage also agreed
with KEK-PF observation.

Simulation using Egs.(1) and (2) gives beam centroid
motion. FFT of the centroid positions gives unstable
mode spectrum, which is compared with measurement.
The spectra well agree with the measurements as shown
in Figure 6.
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Figure 5: Mode spectra for electron cloud and ion
instabilities, respectively [3]. Left and right pictures show

mode variation in positron and electron storage,
respectively.
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Figure 6: Mode spectra given by simulation for electron
cloud and ion instabilities, respectively [3].

Coupled Bunch Instability in KEKB-LER

Coupled bunch instability due to electron cloud has
been observed since the early stage of the commissioning
of KEKB. For narrow bunch spacing 4-6 ns, fast beam
losses was serious in the operation.

Solenoid coils were wound at the magnet free section
to protect the electrons coming to the beam position. The
field strange is ~<50G. The solenoid coils are covered
95% of the magnet free section finally. The solenoid coil
did not work well to suppress the coupled bunch
instability, while it works to suppress the single bunch
instability very well. Electrons stay longer time in the
vacuum chamber than that for the case of no solenoid.
R/Q of the wake force induced by electron cloud was
reduced, but the range of the wake field (Q) was longer.
Bunch-by-bunch feedback system suppressed the coupled
bunch instability for wider spacing >6ns.

Systematic measurement and simulations in KEKB
were published in [4,5], respectively. Motion of electrons
is different between in drift space or in the weak solenoid
field (~<50 G). Electrons rotate along the chamber wall
and do not approach to the beam. The electron motion
reflects the instability signal.

Figure 7 shows the horizontal mode spectrum for
solenoid OFF. The left picture was given by
measurement. The right picture was given by simulation
for electron cloud in drift space. Vertical spectra for
measurement and simulation were similar as horizontal
ones in Figure 7.

Figure 8 shows the horizontal mode spectrum for
solenoid ON. The left and right pictures are given for
measurement and simulation. Vertical spectra for
measurement and simulation were similar as Figure 8.

The spectra with and without solenoid had very good
agreement with simulations.
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Figure 7: Horizontal mode spectrum in KEKB. Left
picture is given by measurement with solenoid OFF [4,5].
Right picture is simulated by electron cloud in drift space.
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Figure 8: Horizontal mode spectrum in KEKB. Left
picture is given by measurement with solenoid ON [4,5].
Right picture is simulated by electron cloud in solenoid
field 10G.

Coupled Bunch Instability in DAFNE

Strong horizontal coupled bunch instability has been
observed in DAFNE [6]. The unstable mode was slowest
one; f=(1-Avy)fp, where Avy is the fractional part of the
horizontal tune. DAFNE is a small ring; its circumference
is 98m. Electrons in bending magnet and damping
wiggler seemed dominant for the instability. Simulation
was performed for electrons moving in a strong bending
field. Figure 9 shows growth of transverse amplitude and
horizontal mode spectrum given by the simulation.

Electrons in bending magnets form stripes, because
electrons are trapped along the vertical field line. The
density of the stripe increases for increasing secondary
emission rate. In the instability, the stripe and bunch train
experience coherent motion, thus the slowest unstable
mode (m=114, =(120-m-v,)f;=(1-Av,)fy) is induced as
shown in Figure 9.
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Figure 9: Growth of transverse amplitude and horizontal
mode spectrum given by the simulation.

Figure 10 shows two cut of movie of beam-stripe motion.
The white point is the position where bunch passes in the
rectangular chamber; the wiggler chamber of DAFNE is
the size 120mmx40mm. When a bunch passes though
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with a left deviation, the stripe deviates to right in left
picture, vice versa in right picture. In the movie the stripe
motion oscillates with a delay (less than m) for the beam
motion.

Flgure 10: Two cut of movie of beam-stripe motion in
bending magnet.

SINGLE BUNCH INSTABILITY DUE TO
ELECTRON CLOUD

Single bunch fast head-tail instability caused by
electron cloud has been observed in KEKB. When beam
current exceeds a threshold value, emittance increases and
synchro-beta side band signal has been observed.

The simulation of the fast head-tail instability is
performed by solving following equations [7]

dgmp _ Te 0 ()

ds 2 +K( ) = ?78;311 (SP(S—SE) (3)
d*z, e d=m, 2 QSP( )
a2 " a BT g, ot (se)

Each potential of beam and electrons are solved using
PIC algorithm. Since beam (1mmx0.1mm) is localized at
the chamber center, free boundary condition is employed.
Electron cloud is initialized every interactions with beam
with a flat distribution ~40c,x600,.

The single bunch instability signal has been also
observed in PETRA-III and Cesr-TA, recently.

Single Bunch Instability in KEKB-LER

A beam size blow-up had been observed since early
stage of KEKB operation around ~1999 [8]. The blow-up
limited the luminosity performance. Figure 11 shows
beam size blow-up and luminosity limitation in 2000-
2001. Solenoid coils were wound 2000-2001 in 50%-70%
of the whole drift space. Left picture shows beam size
blowup without (green) and with (red) the weak solenoid
field. Threshold of the beam size blow-up increases 400
to 800mA. Left picture shows luminosity as function of
current. Luminosity was saturated around 550mA at 2000
December. After winding solenoid additionally, 50% to
70%, luminosity was not saturated by 700mA at 2001
March. The solenoid coil was wound further after 2001,
and was covered 95% of drift space at around 2005.
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Figure 11: Beam size blow-up and 1um1n051ty limitation
in 2000-2001.
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Synchro-betatron sideband signal, which indicates
head-tail instability caused by electron cloud, has been
observed [9]. The synchro-beta signal synchronizes with
the beam size blow-up: when the beam size blow-up is
suppressed by the solenoid, the sideband disappears, vice
versa. Figure 12 shows the betatron and synchrotron
sideband spectra along the bunch train. Vertical axis is
bunch train. Betatron signal, which is left white line, shift
positively. It is tune shift due to electron cloud. Right
white line is a positive synchrotron sideband, whose
frequency is vytavs, where 1<a<2. The separation of
betatron and sideband is larger than v=0.025, because of
the fast head-tail instability; perhaps mode coupling of
m=1 and m=2.
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Figure 12: Measured spectrum for vertical bunch motion.
Lower and upper is FFT signal of head and tail bunches

[9].

Figure 13 shows simulation result of the fast head-tail
instability using Eq. (3). Beam size evolution and FFT of
the bunch motion are depicted in top and bottom pictures.
The figure shows the threshold electron density is around
8x10"" m™. Upper synchrotron sideband appears above
10> m™. The separation from betatron tune is larger than
synchrotron tune 0.025. The result agrees well with the
measurement.
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Figure 13: Simulation result of the fast head-tail
instability using Eq. (3). Top picture shows beam size

growth for various electron densities. Bottom picture
shows FFT of the bunch motion in the top picture.
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Single Bunch Instability in PETRA-III and Cesr-
TA

The single bunch instability has been observed in
PETRA-III and Cesr-TA. PETRA-III is synchrotron light
source with very low emittance (g,=Inm). The electron
cloud instability is observed at multi-bunch operation
with a narrow bunch spacing 16 ns [11]. They have
observed upper sideband signal, which separates from
betatron signal >v,. The measurement in PETRA-III
agrees well with that in KEKB.

Cesr-TA is operated to study the electron cloud effect
in linear collider positron damping ring with very low
emittance. The sideband signal observed in Cesr-TA is
negative sideband of betatron signal; vy-v, [12]. The
separation from the betatron tune is just the synchrotron
tune v,. Simulations, which were performed for Cesr-TA,
showed that negative sideband was dominant in the low
emittance [14].

SUMMARY AND CONCLUSIONS

Mode spectra observed in the coupled bunch instability
are clear evidence of the electron cloud effects.
Corrective motion of electrons interacting with beam
reflects to the unstable mode spectra. Electrons moving in
drift space induces broad modes higher than m~h/2.
Electrons in weak solenoid field induces slow and
positive broad modes m~+0. Electrons in bending field
causes instabilities slow mode m=-1.

Synchro-betatron sideband spectra in the single bunch
instability appear as positive sideband in KEKB and
PETRA-III, while negative sideband in Cesr-TA.
Simulations can give consistent results as the
measurement, but underlying physics is not clear.
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TRACKING OF A PETRA III POSITRON BUNCH WITH A
PRE-COMPUTED WAKE MATRIX DUE TO ELECTRON CLOUDS *

A. Markovil%, U. van Rienen, University of Rostock, Germany

Abstract

At the synchrotron radiation facility at DESY transversal
tune spectra have been observed which are characteristic
for an interaction of the positron beam with possible elec-
tron clouds in the ring. The filling patterns at which these
incoherent tune shifts happen are favorable to the growth
of the electron cloud density, i.e. long bunch trains with
short intra-bunch distances. Eventually the vertical emit-
tance growth with the originally designed equidistant filling
(with 8 or 16 ns bunch spacing) has been avoided by fill-
ings with short bunch trains and longer gaps between them
and yet achieving the designed beam current of 100 mA.
In this paper we examine the positron bunch stability of
PETRA III for certain e-cloud densities and bunch parame-
ters. A PIC simulation of the interaction of the bunch with
an e-cloud yields the wake kick on the tail particles for an
offset in the transverse centroid position of the head parts.
With such a pre-computed wake matrix, we investigate the
stability of a single bunch by tracking it through the linear
optics of the ring while at each turn applying the kick from
the e-cloud. The simulation results are in a good agreement
with the measurements.

INTRODUCTION

PETRAIII at DESY is a synchrotron radiation facility
running in a top up operation modus with positrons. The
machine is characterized (Table 1) by an ultra low emit-
tance and with an emittance ratio of 1% it features very
flat bunches. The design beam current of 100 mA was
planned to be achieved with fillings of 40 or 960 equally
spaced bunches. However, for the filling scheme with 960
bunches with only 8 ns bunch-to-bunch distance a strong
vertical emittance growth has been reported for currents
about 50 mA [1]. The corresponding measurements of
the tune spectra (Figure 1) show sidebands in the vertical
tune which suggest incoherent effects. These effects are
brought in connection with electron cloud effects on the
bunch. Indeed the designed beam current of 100mA has
been achieved by filling patterns where the e-cloud can not
reach dangerous densities i. e. 60 trains of only 4 bunches
with train to train distances of 80ns and bunch to bunch
distance of 8ns. The e-cloud build up simulations with
ECLOUD 4.0 (reported in [1]) for a train with bunch to
bunch spacing of 8 ns and bunch population of 0.5 - 1019
positrons (SEY d= 2.5) show that after the first 4 bunches
the e-cloud density is still below 5 - 10!! 1/m? which is be-
low the instability threshold computed as in [2]. In 2011
and 2012 further 100 mA runs were performed with trains

* Work supported by DFG under contract number RI 814/20-2.

02 Particle Tracking and Map Methods

of 40, 60, 240 and 480 equidistantly spaced bunches with
bunch to bunch distance of 192, 128, 32 and 16ns, respec-
tively. Only during the run with 480 bunches a significant
emittance growth has been measured. The measurements
are very valuable since they give the opportunity to vali-
date the simulations. Eventually the question the instabil-
ity simulation should answer is at what e-cloud density the
instability of a single bunch may occur.

Averaged Vertical Spectrum 11-May-2010 14:41:50

500

600 . l. : ‘i ‘

1/ kHz

Figure 1: Vertical tune spectra of each of the 640 bunches
with 8ns spacing, measured on May 11, 2010 [1]. The to-
tal beam current was 62 mA. The red color represents the
sidebands and the vertical betatron frequency of 38kHz is
green. (Courtesy of R. Wanzenberg.)

SIMULATION

In order to simulate the stability of a single bunch, the
bunch particles are tracked through the linear optics of the
machine [3]. Thereby the action of the e-cloud on the
bunch is approximated by a transverse wake kick which
is applied on each turn. The idea of K. Ohmi to slice the
3D bunch and compute a wake function from every longi-
tudinal slice of the bunch backwards, leads to a triangular
wake matrix. In order to apply the computed wake matrix
for the bunch tracking, properties of the wake field such as
time invariance, superposition and linearity are supposed.

The program MOEVE PIC Tracking [4] simulates the
interaction of a single bunch with an electron cloud. The
cloud is modelled as a uniform distribution of electrons in
a beam pipe and is assumed to be generated by the pre-
ceding bunches. Since the perturbation of the e-cloud in
the transverse plane is due to the transverse displacement
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of the bunch we simulate the interaction by vertically dis-
placing each slice of the bunch by Ay = o,. The beam
pipe has a small radius of 5 mm and a uniform electron
distribution fills a length of 10 mm. The positron bunch is
represented by 10° macro-particles whereas the cloud, at
least for lower densities, is represented by unit charges. In
each direction the bunch particles have a Gaussian distribu-
tion, longitudinally the bunch spreads from —30, to +30,
and is virtually sliced in M = 60 slices. The thickness of
the slices in the lab frame corresponds to the time which
the electrons on the beam axis need to change their vertical
position for one o,. The time step used for the interaction
simulation is 1 ps. After performing M simulations of the

Table 1: PETRA III Machine Parameters

Parameter Symbol PETRA III
Circumference L 2304 m
Beam energy £y 6 GeV
Length (rms) o, 12 mm
Emittance € 1nm
€y 0.01nm
Synchrotron tune Vs 0.049
Betatron tune Va(y) 36.13/30.29
Radiation Damping horizontal 19.75 ms
vertical 19.75 ms
longitudinal 9.84 ms
Momentum a 120102
compaction factor
RF Frequency RF 499.564 MHz
Beam Current 1 100 mA
Beam Charge Q 769 nC
Bunch Charge Qb 1.6 nC
Positrons per Bunch Ny 1010
Mean j function Bz/y 15m
Transverse Oy 122.47 pm
beam size (rms) oy 17.321 um

interaction where each of the slices ¢ = 1,..., M has an
off-set at a time we receive the change of the vertical mo-
mentum Ap, (i, 7) of the bunch particles averaged for each
trailing slice j = ¢ + 1,..., M. Normalizing the dipole
kick Ap, (i, ) by the number of particles N, contained in
the displaced slice 7 and the amount of the displacement
Ay; the entries of the wake matrix W1 (z;, 2;) write as:

’YApy(.% Z) [1/m2]

Wi(z, ) =
1(z,2) Pore Ay N,

1)

where py, is the momentum of the bunch, + the Lorentz fac-
tor and r. the classical electron radius. Such a computed
wake field can be converted in [V/Cm] by multiplying it
with 1/4me.

RESULTS

As reported in [5] the run with 480 equidistantly spaced
bunches with bunch-to-bunch distance of 16ns show a sig-
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slice no. slice no.

Figure 2: Wake matrix for p, = 5 - 10! No/m3.

slice no.

slice no.

Figure 3: Wake matrix for p, = 5- 10'2 N, /m>.

nificant emittance growth. Emittance measurements were
made during two days in March 2012 as the beam was used
for conditioning of the vacuum chamber (beam scrubbing).
Hence we wanted to see if the simulation could reproduce
the measurements. The corresponding bunch parameters
are given in the second part of Table 1. The starting verti-
cal emittance was taken to be ¢, = 20 pm. We computed
the wake matrices for the following e-cloud volume densi-
ties: po = 1- 10" No/m3, p, = 5- 10! N./m? (Figure 2),
Pe =2 102 N./m?® and Pe=05" 10'2 N./m? (Figure 3).
Plugging the wake matrices and the machine description
in K.Ohmi’s tracking program PETHS [3] we tracked the
bunch for 2048 turns.

1

2_15x10

21r

y

2.05

Vertical Emittance € [mrad]

1.95 . . . .
0 500 1000 1500 2000 2500

Turn Nr.

Figure 4: Almost no emittance growth after 2048 turns with
pe =5+ 10" No/m3.

The simulation for p, = 1 - 10 N./m? and p, =
5. 10" N./m?, as shown in Figure 4 for p. =
5- 10 N./m3 doesn’t reveal any emittance growth over

02 Particle Tracking and Map Methods
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Figure 5: Vertical tune spectra for p, = 5 - 10! N./m?

the 2048 turns. The FFT of the vertical or horizontal cen-
troid position of the bunch during 2048 turns gives the cor-
responding vertical or horizontal tune spectra. The vertical
tune spectra for p, = 5- 10*! N./m?® (Figure 5) shows
only the peak at the betatron frequency of 38kHz. How-
ever, for higher e-cloud densities (p, = 2 - 102 N./m3
and p. = 5 - 10'2 N./m?3) the vertical tune spectra ex-
hibits side bands (Figure 8) indicating incoherent effects
on the bunch. Figure 6 shows the emittance growth for
pe = 2+ 102 No/m?3 and p. = 5- 10'2 N./m? which is
clearly more moderate for the lower e-cloud density.

-11 -10

x 10 x 10
g 2.5
£
> 2
w
3
c 3 1.5
5]
=
1<
o 1
8
= 0.5
D
>
2 0
o] 1000 2000 o] 1000 2000
Turn. Nr. Turn. Nr.

Figure 6: Emittance growth after 2048 turns for p, =
2. 10'2 N./m?> (left) and for Pe=05" 10'2 N./m? (right).

CONCLUSION

The tracking simulation using the pre-computed wake
matrix for the given bunch was able to predict the insta-
bility. As in the measurements the simulation for e-cloud
densities above threshold show also sidebands in the beta-
tron tune spectra. The simulated emittance growth seems
realistic, even more the emittance from the simulation with
pe = 5+ 102 N./m? seems to match the measured long
time emittance ( 140 pm) from the beam scrubbing run with
480 bunches. Although further validation of the procedure
is needed it seems that such a simulation may also be used
to numerically estimate the threshold e-cloud density.

02 Particle Tracking and Map Methods
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Figure 7: Horizontal tune spectra for p, = 2- 10'? N./m?.
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Figure 8: Sidebands in the vertical tune spectra for p. =
5- 102 No/m?.
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BEAM DYNAMICS STUDY CONCERNING SIS-100 PROTON
OPERATION INCLUDING SPACE CHARGE EFFECTS

S. Sorge*, GSI, Darmstadt, Germany

Abstract

The projected SIS-100 synchrotron at GSI will be used
for operation with intense proton and heavy ion beams. In
order to avoid the crossing of the transition energy during
proton operation a complicated optics scheme is proposed
to provide a transition energy above the extraction energy
of E = 29 GeV. For the purpose of optimizing the lat-
tice, and to find a suitable working point, regime simula-
tion scans of the dynamic aperture are performed based on
MAD-X tracking. In the next step working point candi-
dates will be used for particle tracking simulations in order
to estimate beam loss due to space charge induced reso-
nance crossing. For these studies different codes and space
charge models are considered.

LATTICE PROPERTIES

Besides heavy ion operation, the SIS-100 synchrotron
is also foreseen to deliver high intensity proton beams of
2.0 x 10'3 protons in a short single bunch. The parti-
cles will be injected at E;,, = 4 GeV and fast extracted
at F., = 29 GeV. The working point is still under discus-
sion. In this study, (Q,, Q) = (21.8,17.7) is used.

In order to stay below transition energy, linear optics
were developed that provide a transition energy corre-
sponding to 7, = 45.5. Applying three independent
families of quadrupoles, the strongly oscillating dispersion
function represented by the red curve in Fig. 1 will be cre-
ated. In doing so the momentum compaction factor

1 1 D,(s)ds
e M
Vi C p(s)
4 T T T T T
| — high v, lattice | {
3r — ion-like lattice||

_37 L 1 L L

L L 1 L 1 L

0 30 60 90 120 150 180
s/ (m)

Figure 1: Dispersion function of the high -, lattice in one

of six SIS-100 sectors compared to that of an “ion-like”
lattice of the same working point.

*S.Sorge@gsi.de
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Table 1: Maximum values of some lattice functions of high
v+ lattice and ion-like lattice, both at the working point
is (21.8,17.7). 20 emittances are (€; 25, €y,20) = (13 X
4) mm mrad are assumed. The natural chromaticities in
row 6 correspond to Eq. (2).

high ¢, ion-like
quadrupole families 3 2
Yer 45.5 18.4
Dy g/ (m) 2.9 1.3
(Bz,maz: By,maz)/ (M) (72,29) (19,21)
max. 20 beam widths
at 0 = 0, (h,v)/(mm) (31,11) (16,9)
(&2,nat) Ey,nat) (-24,-1.4) | (-0.9,-1.1)

is minimised. The extrema of the high ~;, dispersion func-
tion are much higher than those of the dispersion func-
tion generated with two quadrupole families used during
heavy ion operation. In addition, the usage of the high
v+ quadrupole settings increases other lattice variables, see
Table 1. The chromaticities £ nat; £y,nat Shown in that ta-
ble are defined by

AQ = 6£Q. @)

MAGNET IMPERFECTIONS AND
RESONANCES

Real magnets are with imperfections. In particular ran-
dom gradient errors in the main quadrupoles lead to an in-
crease of the maximum horizontal beta function. Assuming
them to follow a Gaussian distribution truncated at 20 with
the relative rms width of ,..; =~ 0.003 of the averaged fo-
cusing strength of all quadrupole families, the maximum
horizontal beta function becomes increased from 72 m to
about 100 m, the exact value depends on the actual sample
of random errors. In addition, there are non-linear multi-
pole errors in main dipoles and quadrupoles each consisting
of a systematic and a random contribution. The systematic
components depend on Bp [1]. The random components
are assumed to follow a Gaussian distribution truncated at
20 with o be 30 % of the corresponding systematic compo-
nent. In particular the random components drive non-linear
resonances which restrict the choice of the working point.
To make them visible and to find a suitable working point,
the dynamic aperture was determined at 100 x 100 working
points in the range @, € [21,22],Q,, € [17,18]. The result
is shown in Fig. 2. For ), < 21.5 dynamic apertures could
not be determined because the lattice properties are too dif-
ficult for MAD-X even to determine the lattice functions

05 Computer Modeling of High Current Effects
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"da-wp-wp21x17-gamtrd5.5-all.dat" using 1:2:6
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Figure 2: Resonance diagram, working point and tune
spread due to 6 = 40.005 and chromaticity without (red
curve) and with (green curve) correction obtained for v, =
45.5.

there. That is a severe restriction to the working point. So,
the tune scan confirms the working point mentioned above.

The large natural chromaticities and the maximum mo-
mentum spread of d,, = +0.005, reached at £ = 7 GeV
where the rf voltage reaches its maximum value, create the
chromatic tune spread (AQ, = £0.27, AQ, = £0.12),
see the red arrow in Fig. 2. Because the tune spread does
not fit between the half integer resonance at (), = 21.5 and
the integer resonance at (), = 22 it needs to be reduced.
Otherwise, particles with large § will become lost within a
synchrotron period.

CHROMATIC TUNE SPREAD AND
DYNAMIC APERTURE

The reduction of the tune spread was done in two steps.

The first step consists in correcting the chromaticity
with all 52 sextupoles in SIS-100 in order to achieve
AQzmaz = AQymar = £0.1 to make the chromatic
tune spread fit in the mesh of resonances, see the green ar-
row in Fig. 2. The usage of 52 sextupoles to correct two
variables, £, £, allowed to set the additional constraint to
their focusing strengths ko L

52
> (k2L)} — minimum 3)
n=1

in order to avoid strong sextupoles.

The second step consists in using the high-v;, settings
only at high energies. At low energies the ion-like lattice
described in the right column of Table 1 is applied as long
as i (E) < 18.4, where 74, (E) is determined by

1 1
NE) = = — —rm
E)= Vi (E)
with v (E = 29 GeV) = 45.5. The simplest indicator
that shows the advantage of that way to proceed is the so

= const. 4)
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Figure 3: Dynamic apertures calculated with ion-like optics
at £ = 4 GeV (graph above) and high-v;, optics for £ =
29 GeV (graph below). Both graphs contain curves for
6 = 0, £0,, where 6, = 0.003 at 4 GeV and §,,, = 0.004
at 29 GeV. The 20 beam emittances are (13 x4) mm mrad
and (2.1x0.7) mm mrad, respectively. In the graph below,
the vertical beam emittance is multiplied by 10.

called diagonal dynamic aperture

€lim,x ((b) = €lim ((b) COS2 (bv €lim,y ((b) = €lim (¢) Sinz ¢

&)
with the angles ¢ = (0,0.1-7,0.2-7,0.3-7,0.4-7,0.5-7).
€1im (@) was determined by means of single particle track-
ing for 6 = 0,44, over a period of 500 turns. Figure 3
shows the dynamic apertures for £ = 4 GeV, v, = 18.4,
and for £ = 29 GeV,v, = 45.5. At 4 GeV the dy-
namic aperture is much larger than the 20 beam emittance,
whereas at 29 GeV and for § = —0.004, the horizontal
dynamic aperture is smaller than four times the horizontal
beam emittance. In other words, the spatial horizontal dy-
namic aperture is smaller than twice the horizontal beam
width.

MULTI-PARTICLE SIMULATION

The important quantity is the number of lost particles.
To estimate it, multi-particle tracking simulations were per-
formed using the thin-lens tracking tool of MAD-X. The
used lattice contained an rf cavity in order to introduce syn-
chrotron oscillations.

At the present stage, 100 test particles were tracked over
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Figure 4: Beam loss without space charge and with space
charge arising from 2 x 1023 protons as well as 7y, as func-
tions of the particle energy.

a period of of 16000 turns what is long enough to cover
at least one synchrotron period for all energies considered
The transverse initial coordinates of the test particles were
chosen according to a bi-Gaussian distribution truncated
at 20. The corresponding energy dependent rms emit-
tances were (€ rms, €y,rms)(E) = (3.25,1) mm mrad

BinYin/ (BEYE), Where Bin, vin are the relativistic factors
at injection energy and (Og,yg those of the energy con-
sidered. The momentum distribution was a Gaussian dis-
tribution truncated at two sigma with 0 = 4,,/2. Ac-
cording to the rf cycle of the proton ramp in SIS-100,
the maximum momentum deviations were §,, = 0.003 at
E =4GeV,d,, =0.005at £ =7 GeV, and §,, = 0.004
at £ = 29 GeV [2]. Between 7 GeV and 29 GeV, §,,, was
linearly interpolated. Beam loss up to 4 % was found, see
red curve in in Fig. 4. Note, that these losses correspond
to the sample of random magnet errors used in the simula-
tions up to now. If choosing a different sample, the beam
losses can change. In agreement with the 7, dependence
of the dynamic aperture, also particle loss was found to oc-
cur only for high 7y, or, more precisely, when ¢, > 25
see the black curve in Fig. 4. :

INCLUSION OF SPACE CHARGE

In this study only incoherent space charge effects were
taken into account. The thin lens tracking tool of MAD-
X was utilized to perform the simulations. Space charge
could included only within the frozen space charge model.
It was implemented by means of so called beambeam ele-
ments being elements implemented in MAD-X. They pro-
vide a transverse momentum kick according to a Gaussian
beam shape truncated at two times the rms width. The rms
width of each beambeam element was adapted to the rms
width of the beam at its longitudinal position. Their im-
plementation consists of two steps [3]. In the first step,
marker elements are put at the positions of the beambeam
kicks. Now the beta functions and, so the rms beam widths

Zrms(s) =/ ﬁz(s)erms,z with 2 = €,y (6)
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can be determined. In the second step, the markers become
replaced with the beambeam elements. In doing so, the
oscillation of the space charge induced contribution to the
betatron tune that arises from longitudinal particle motion
through region of different space charge in the bunch was
neglected.

Nevertheless, the results suggest the occurrence of space
charge induced beam loss around £ = 20 GeV, see blue
curve in Fig. 4. The appearance of space charge induce
beam loss below maximum energy seems reasonable be-
cause the influence of space charge is usually larger at
lower energies. On the other hand, the appearance of a
minimum energy is a hint for the necessity of complicated
lattice functions arising from the high -y, optics for space
charge induced beam loss to occur.

CONCLUSION

Aim of this paper was to present results from a tracking
simulation study concerning the proton cycle in the SIS-
100 synchrotron in order to do the first step in estimating
beam loss. Key ingredient of the proton cycle is the us-
age of a high 4, lattice to keep the beam energy below the
transition energy. This lattice causes lattice functions of
strange shape. For that reason, the optics will be changed
during the ramp in order to use the high -, lattice only
at high energies and to minimise the occurrence of diffi-
culties due to the lattice functions. The tracking simula-
tion were performed with MAD-X assuming constant en-
ergy. Effects due to synchrotron motion were regarded with
respect to the tune change arising from the chromaticity.
Space charge effects were included within the 2D frozen
space charge model.

The results indicate that beam loss is generated by the
complicated optics of the high ~;, lattice. Space charge
plays an important role at energies below the maximum en-
ergy. On the other hand, there is a lower energy limit for
beam loss. That suggests that beam loss at medium ener-
gies is driven by the interconnection of space charge effects
and the complicated high -, optics.

Nevertheless, the present results are uncertain because
the particle numbers in the simulation were small and only
one sample of random errors was applied. Hence, the next
step will be to repeat the simulations with larger particle
numbers and for different random error samples to con-
solidate the results. Additionally, it would be desirable to
perform simulations using codes which can model the in-
fluence of synchrotron motion on the space charge fields.
These effects play a key role in the description of space
charge induced beam loss in the presence of resonances.
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SIMULATION OF SPACE EFFECTS DURING MULTITURN INJECTION
INTO THE GSI SIS18 SYNCHROTRON

S. Appel, GSI, Darmstadt, Germany
Oliver Boine-Frankenheim, TEMF, TU Darmstadt, Darmstadt, Germany

Abstract

The optimization of the Multiturn Injection (MTI) from
the UNILAC into the SIS18 is crucial in order to reach the
FAIR beam intensities required for heavy ions. In order to
achieve the design intensities, the efficiency of the multi-
turn injection from the UNILAC has to be optimized for
high beam currents. We developed a simulation model for
the MTI including the closed orbit bump, lattice errors, the
parameters of the injected UNILAC beam, the position of
the septum and other aperture limiting components, and fi-
nally the space charge force and other high-intensity ef-
fects. The model is also used to estimate the required pro-
ton and heavy-ion beam emittances from the UNILAC and
from the projected p-linac. For the accurate prediction of
the MTI efficiency a careful validation of the simulation
model is necessary. We will present first results of the com-
parison between experiments and simulation for low and
high uranium beam currents.

INTRODUCTION

The GSI SIS18 synchrotron and the linac UNILAC are
being upgraded in order to increase the beam intensity to
the FAIR design parameter. For FAIR the SIS18 has to
work as booster for the new SIS100 synchrotron. One cru-
cial point in the upgrade program is the optimization of
the Multiturn Injection (MTI) from the UNILAC into the
SIS18. The beam loss during the MTI into the SIS18 must
be minimized to avoid an intolerable increase of the dy-
namic vacuum pressure, which in turn leads to a reduced
life-time of intermediate charge state heavy-ions [1]. The
main beam loss is expected to occur on the injection sep-
tum. For FAIR intensities collective effects are expected
to affect the MTI. The impact of space charge and image
currents on the injection efficiency are therefore being in-
vestigated.

The aim of the present study is the development of a de-
tailed simulation model for the MTI including the closed
orbit bump and errors, the parameters of the injected UNI-
LAC beam, the position of the septum and other aperture
limiting components, and finally the space charge force and
other high-intensity effects. The model can also be used
to indicate the required proton and heavy-ion beam emit-
tances from the UNILAC and from the projected p-linac.
Before the model can be applied to predict and optimize
the MTI for high currents a careful validation with MTI
experiments is necessary.

05 Computer Modeling of High Current Effects
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Figure 1: Layout of the multiturn injection.

MULTITURN INJECTION

In the SIS18 the beam is stacked in the horizontal be-
tatron phase space using a closed orbit bump to bring the
stacked beam close to the injection septum (See Fig. 1).
The incoming beam centre will have a linear « and an angu-
lar 2 displacements with respect to the undeformed closed
orbit. After injection the beam will undergo betatron os-
cillations. One turn later the beam will come again to the
injection point. Due to the betatron oscillation around the
closed orbit the beam will avoid the septum. Meanwhile a
new beam will be injected. This beam will have a larger
amplitude of the betatron oscillation as the orbit bump is
reduced. The process goes on until the maximum number
of injection is reached. The beam emittance after the in-
jection process is considered as area of the smallest ellipse
that contains all injected particles. The dilation during the
injection is defined as [2]

p=—Y (1)
nNMTIE;

where ¢; is the emittance of the injected beamlet, ¢; the
emittance of the final beam and n ;77 the number of in-
jected beamlets. The final beam emittance muss be smaller
than the machine acceptance. This means, the best injec-
tion schemes have the smallest dilation and the lowest loss
at the septum.

The injection bump is produced by four bumper magnets
located in the injection region with positions

§1 < 82 <87 < 83< 84 2)

where sy is the point of injection (See Fig. 1). If we re-
quire that the four bumper magnets produce no closed orbit
distortion outside the injection region and the horizontal
position and angle of the closed orbit ., 2/, at the injection
position sy are the degrees of freedom, than the angular
kick produced by the bumper magnets are [3]
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Figure 2: Phase space after 21 turns without collective ef-
fects.
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Here o, 3, and ¢; are the horizontal lattice parameters at
the point s;.

For simplicity and technical reasons the SIS18 operation
control program SISMODI uses an approximation of the
described analytic solution for the calculation of the an-
gular kick during injection. With this approximation the
two degrees of freedom are being limited to one. For the
new control system such limitations are not planned. For
fixed horizontal position and angle of the closed orbit at the
injection position and several horizontal tunes the angular
kicks were calculated and quadratic functions were fitted
on these results. By normalizing the angular kick functions
with the fixed horizontal position and by multiplying with
the desired bump amplitude one can adjust the four func-
tions on each bump amplitude [4].

MTI SIMULATION CODE (PATRIC)

At the GSI accelerator physics department the PATRIC
simulation code has been developed over many years for
numerical collective effects. In order to investigate the MTI
the sources of the code were modified such that a time de-
pendent local orbit bump can be adjusted to the incoming
beam [5].

Figure 2 shows a snapshot of a MTI simulation of the
horizontal phase space without collective effects at the sep-
tum after 21 turns are injected. In the simulation the bump
is added by four horizontal kicks at the bumper position on
the SIS18 lattice. The deflection angles are adapted turn by
turn until the injection orbit bump has disappeared given
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Figure 3: MTI loss as a function of the horizontal tune for
a mated and a mismatched beam.

by Eq. 3-6 or calculated by the SIS18 control approxima-
tion. Collimators count turn by turn the loss on the septum
and on the SIS acceptance. Figure 2 shows that some of
the outside beamlets (light-blue) loose particles during the
injection at this collimators. If space-charge effects are to
be included the Poisson’s equation is solved on a 2D trans-
verse grid and momentum kicks corresponding to the local
space charge field strength are applied.

The modified version of PATRIC can be employed to
study losses, particle accumulation, emittance growth and
the phase-space distribution for varying tune, bump set-
tings, injection duration and initial particle distribution,
emittance and intensity. Also the effects of a linear or non-
linear ramp, the effect of measured local close orbits defor-
mation caused by lattice errors and the effect of the approx-
imate SIS18 model can be studied.

MTI SIMULATION STUDIES

The MTI efficiency depends on various machine and
beam parameters. Some important parameters, like the
injected beam parameters, are not precisely known from
measurements. In the measurements with the correction
devices in the transfer channel and in the injection area in
the SIS18 the injected beam slope (divergence angle z')
can be modified by =1 — 3 mrad and the beam position

x) by £10 — 20 mm in respect to the septum position and
slope. Unfortunately, it is not possible to measure the beam
slope and position during injection [4]. Therefore we study
the effect of the mismatched beam slope within the SIS18
injection model.

Figure 3 shows the dependency of the MTI efficiency
on the horizontal tune for a mated beam slope of 6.5 mrad
and for a mismatched beam of 7.5 mrad. For the mated
beam (blue circles) the simulation shown the well known
maxima losses at the fractional tunes related to the reso-
nance condition g,n = m [6]. The smallest loss ~ 40%
is at 4.17. For the mismatched beam (green diamonds) the
maxima are shifted to the right. For tunes between 4.0-4.3
the losses are increased by more than 15% and for tunes be-
tween 4.4-4.5 the losses is 15% smaller related to the mated
beam losses.
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Figure 4: Simulated and measured MTI loss as a func-
tion of the horizontal tune. Measurement results provided
by [7].

For the comparison between experiments and simulation
we used the machine experiments bump fall (orbit ampli-
tude of z. = 90 mm and bump fall of Az, = 2.5 mm per
turn), the SISMODI angular kick calculation, measured or-
bit errors and beamlet emittance. The emittance was mea-
sured to €,,,s = 1.625 mm mrad in the transfer channel to
the SIS18 a few meters before the injection point [7]. [7]
provided also the loss measurement results after 21 turns of
U?8F beam with 1.35 mA have been injected. In Fig. 6 the
simulated and measured dependence of the MTI beam loss
on the tune is shown for low currents. The Figure shows
a good agreement between measurements and simulations.
Both show that the local beam loss maxima are located at
the same fractional tunes. This was possible by setting the
beamlet parameters to = 90 mm (position of septum plus
beamlet radius) and z’ = 7.9 mrad (variable between 3-9
mrad) in the simulation. The reason for the good agree-
ment is especially the choice of the divergence angle of the
injected beam.

The effect of space charge and image currents on the
MTI efficiency and particle distribution are considered.
Figure 5 shows a snapshot of an MTI simulation with col-
lective effects at the same moment and simulation parame-
ters as Fig. 2. The smearing out of the particle distribution
due to space charge is obvious. Close to the center indi-
vidual beamlets even cannot be distinguished. The outer
beamlets differ by position compared to Fig. 2 though all
injection settings were equal. This observation is attributed
to the tune shift.

Figure 6 shows the injection efficiency as a function of
the horizontal tune with and without collective effects. The
maxima and minima of the efficiency are shifted. For the
injection efficiency the SIS18 high working point ¢, =
4.17 is a good choice for high and low currents.

CONCLUSIONS AND OUTLOOK

For low beam currents a good agreement between a sim-
ulation model and MTI measurements in the SIS18 is ob-
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Figure 5: Phase space after 21 turns with collective effects.
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Figure 6: MTTI loss as a function of the horizontal tune with
and without collective effects.

tained. For the present default settings in the SIS18 the
injection efficiency depends very sensitively on the hori-
zontal tune. Further well-controlled measurements at low
and high beam currents are required in order to fully vali-
date the model. Other injection schemes for lower loss like
a non-linear ramp are considered. Full 3D space charge
simulations a planned to understand better the space charge
effects and validate the model.
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LOW-ENERGY p-He AND mu-He SIMULATION IN GEANT4
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Abstract

The frictional cooling method is one of the most promis-
ing methods on cooling a muon beam. Several frictional
cooling schemes have been simulated in Geant4 to be ef-
ficient to produce intense muon beams. Frictional cooling
works at a low energy range, where the energy loss (mo-
mentum transfer) from elastic collision is not negligible. In
this paper, the p-He collision process is implemented into
Geant4 and the simulation results are compared to the lit-
erature data. The process is then scaled for mu-He interac-
tion, which will provide more accurate Geant4 simulations
at low energies.

INTRODUCTION

Frictional cooling is one promising method to produce a
“cold” beam. It balances the energy loss to a material with
energy gain from an external electric field, so that the beam
reaches an equilibrium energy and the energy dispersion
is reduced. Several cooling schemes based on frictional
cooling were outlined for various experiments [1-4]. In
most of these schemes, low density helium gas is chosen as
the retarding material for its high effective charge [5]. For
accurately simulating the transport of the particles in the
frictional cooling energy range in the helium gas, the low
energy physics processes are needed.

Geant4 is a powerful toolkit for simulating the particle-
material interations. The energy loss of the particle is han-
dled by the ionisation process according to the stopping
power from the NIST table down to 1 keV. In the en-
ergy range between 10 eV and 1 keV the model of a free
electron gas [6] is used, in which the energy loss is cal-
culated proportional to the velocity of the particle. When
the particle energy gets lower than 10 eV, it’s treated as
“stopped” and if there is no “AtRest” process the tracking
of the particle will be terminated. The scattering of the
particles are simulated in Geant4 by the multiple-scattering
method, which has been proved to have the same accuracy
as the single-scattering simulations, and the energy loss due
to elastic scattering can be neglected at high energies.

At energies lower than 1 keV, the cross sections of the
elastic processes are much larger than the inelastic ones.
The energy loss due to the elastic scattering plays the dom-
inant role in the particle transport. These processes were
investigated in the plasma physics decades ago and were
summarized by P. S. Krstic and D. R. Schultz in the refer-
ence [7].
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In this work the elastic scattering process of the p-He in-
teraction is implemented into Geant4 and is scaled for the
uT-He interaction. The multiple scattering and the ionisa-
tion processes in Geant4 are turned off at energies lower
than 1 keV, and the elastic scattering process is used in the
range between 1 keV and 0.1 eV. When the energy goes
lower than 0.1 eV, the tracking is terminated.

THEORY

The scattering is usually described by the differential
cross section do (8, ¢)/dS2, defined as the ratio of the num-
ber of particles scattered per unit time into an element of
solid angle d2 = sinfdfd¢, per unit solid angle, to the
flux of incoming particles.

The total (elastic) scattering cross section is the flux of
particles scattered in all directions, defined as:

oo = /dQM = 27r/7r sind| f(0)?d0 (1)
dQ 0

and the momentum transfer cross section is defined as:

Omt = /dQ%ﬁ;@(l — cosb)
=27 /7r sinf| f(0)|*(1 — cosB)df )
0

in which f(0) is the amplitude of the scattered wave. The
differential cross section is only a function of the scattering
angle 6 for a certain particle velocity:

dO’(97 ¢) 2
0a(0.v) = =25 = [£(0)] ©)

f(6) and all these cross sections are computed in the
center-of-mass (CM) reference frame in Ref. [7] for ten
points per energy decade at Fc s = 109 =1eV, j = 0,30
(Data available for j < 50 online!). Both the differen-
tial and the total cross sections are obtained from extensive
quantum-mechanical calculations and can be regarded as
having very high accuracy.

To see how the momentum transfer cross section relates
to the particle transport, consider the elastic scattering of a
particle labled a from a material atom. In the CM frame
the momentum of the particle is simply pv,, where u is
the reduced mass of the ion-atom pair and v, is the drift
velocity of particle a. Hence the momentum loss is v, (1—
cosBcnr) and oy, is the average momentum transfer in a

Uhttp://www-cfadc.phy.ornl.gov/elastic/homeh.html
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collision. So o,,,; can be used to define the energy loss per
collision and the corresponding mean free path.

The average number of scatters into an angle 6 per unit
time is Nv27o4(0,7)df, where T is the mean relative
particle-atom speed and NV is the number of atoms per vol-
ume in the material. Multiplying it by the momentum loss
in one collision and integrating over all angles, the average
momentum loss per unit time is pv, NVo . v and v can
be related by the partition of the total energy:

2 2

muv mv?2  Muv?
= +

2 2 2
in which m is the mass of the sample particle and M is
the mass of the material atom or molecular. Then the av-
erage momentum loss can be written as: 2N[m/(m +
M)]"/2€01(€), where € is the relative energy of the col-
lision: € = pw? /2.

If an electric field E is applied, an equilibrium be-
tween the acceleration and the collision deceleration can
be reached: eE = 2N[m/(m + M)]'/?€0,,;(¢) and the
kinetic energy of the particle should be fixed at the equilib-
rium energy.

“
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Figure 1: Collisional momentum loss as a function of rela-
tive collision energy for p-He collision.

This is true in most of the cases. Normally the parameter
€0t continues to rise with increasing ¢ and does not have
an absolute maximum in the energy range lower than the
Bragg peak. This confirms the free electron gas model in
Geant4. However, this is not the case for the proton-helium
interaction. Figure 1 shows the curve of eo,,; versus €
for proton in the helium gas. The curve never rises higher
than about 110 x 10717 eVem? at the energies lower than
1 keV, so if the electric field strength is higher than the
energy loss the particle will eventually runaway from the
low drift velocity and reach a higher kinetic energy. This
“runaway” effect is first predicted by S. L. Lin [8] and ex-
perimentally observed by F. Howorka [9].

In order to compare the collisional energy loss and the
ionisation energy loss, the eo,,; curve is converted to the
energy loss per distance (the stopping power) in the lab-
oratory reference frame. Figure 2 shows the energy loss
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Figure 2: Stopping power of proton in helium. Left side
of the dash line is the energy loss from elastic scattering,
and the right side of the line is the ionisation energy loss
according to the NIST data.

of the two processes matches good at the energy of 1 keV.
From Fig. 1 we know that at energies higher than 1 keV the
collisional energy loss rapidly gets down to zero at 6 keV.
It’s much smaller compared to the ionisation energy loss.
In the energy range between 1 eV and 1 keV the stopping
power is roughly the same. In case an electric field is ap-
plied, the equilibrium energy is hard to reach in this energy
range. The particle will run away from the low energy to
above 1 keV as electric field raises.

————————— 6, from reference data
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Figure 3: Simulated 6 distribution (solid curve) and the
differential cross section from reference data (dash curve).
T =10eV

Except for the average calculation, the energy loss for
each single scattering can be accurately calculated from the
differential cross section. The scattering angle 6 is firstly
randomly sampled according to the particle kinetic energy
T and the differential cross section o4. Figure 3 shows an
example of simulated 6 distribution at 7 = 10 eV com-
pared with the differential cross section data from refer-
ence [7]. Most of the time the particles are scattered in
very small angles, whereas the large angle scatterings are
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important for the energy loss. Considering the kinetic en-
ergy and momentum conservation in the elastic process, the
energy loss dT' of the particle and the scattering angle ® in
the laboratory frame are then obtained:

sind
tand = —— 6
an cost +m/M ©)

Equation (5) shows that the energy loss of each collision
dT is strongly correlated to the scattering angle 6 by the
factor (1 — cos#). The small angle scatterings have mini-
mum effect on the energy loss. The energy loss is mostly
from the large angle scattering. The randomly generated
causes a large fluctuation in d7'.

Instead of using momentum transfer cross section o,,,; as
in the average calculation, the transport cross section o; is
used for determin the mean free path in the accurate simula-
tions. Because o; is much larger than o, the computing
time is much longer in the accurate simulation.

SIMULATED “RUNAWAY” EFFECT
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Figure 4: Run away of protons in helium with a density
of 0.01 mg/cm3. Under various electric fields the protons
reach different equilibrium energy. As the electric field in-
creases linearly from 100 kV/m to 600 kV/m, the equi-
librium energy does not raise linearly but jumps from 1 eV
to 1.5 keV, indicating the run away effect.

By applying various electric fields, different equilibrium
energies are expected. Because of the “runaway” effect
the equilibrium energy should have a jump as the elec-
tric field changes linearly. Figure 4 shows this jump. The
protons are injected to a helium gas ( with a density of
0.01 mg/cm?) tube with the same initial energy. The ki-
netic energy changes with time under 6 different electric
fields from 100 kV/m to 600 kV/m. A field strength of
100 kV/m is not enough to compensate the energy loss.
The kinetic energy goes lower than the low limit and the
particle is killed by the program. With 200 kV /m the parti-
cle is slowly reaching the equilibrium energy around 1 eV.
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When the electric field reaches 300 kV /m, the equilibrium
energy jumps to 1.5 keV, and as the field strength raises
linearly to 600 kV /m, the equilibrium energy goes up lin-
early to 10 keV.

CONCLUSION AND THE CODE STATUS

The p-He elastic scattering process has been imple-
mented into Geant4 at energies lower than 1 keV. Based
on this process, the “runaway” effect is successfully simu-
lated.

Currently the simulation for muons is still under testing.
Several scaling methods are considered. Because of the
lack of the muon scattering study in literature, we still need
to check the muon simulation with our experiment at the
Paul Scherrer Institut.
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Abstract

The design of resonant radio frequency cavities used in
particle accelerator machines to accelerate charged parti-
cles of various species is heavily based on proper computer
simulations. While the determination of the resulting field
distribution can be obtained by analytical means only for
a limited number of cavity shapes it is essential to apply
appropriate computer programs to find sufficiently accu-
rate approximate solutions. The achievable quality first de-
pends on the underlying mathematical model which then
has to be solved accurately on a discrete level. The pre-
cise knowledge of the distribution of the electromagnetic
fields both within the cavities as well as on the surface of
the resonators is essential for appropriate cavity-shape op-
timizations and accurate beam dynamics studies.

INTRODUCTION

In the context of highly resonating cavities a promis-
ing method to determine the electromagnetic field distri-
bution inside the structures is given by the eigenmode anal-
ysis where a limited number of eigensolutions is used to
characterize the devices within a specified frequency range.
Selected eigenmodes can be determined with the help of
suitable eigenmode solvers once the underlying continuous
mathematical model is properly transformed into a conve-
nient matrix formulation. Under actual operating condi-
tions, the fields in the resonators have to be coupled to
the fields in the external devices either to enable energy
transfer from e.g. the sources to the beam or, conversely,
to dump beam-driven parasitic modes to internal or exter-
nal loads. Compared to lossless standing-wave structures
where real-valued variables are sufficient to describe the
entire field distribution this is no longer true in a dissi-
pative environment where a resulting net energy transfer
has to be supported. On the other hand, a complex-valued
formulation completely enables to describe the physical
space-dependent phase variation and additionally allows
to characterize the oscillation by simultaneously extract-
ing the corresponding quality factor next to the resonance
frequency. Unfortunately, the solution of complex-valued
eigenvalue systems is much more demanding compared to
the widespread real-valued formulations and special care
has to be put in the implementation of the computer pro-
grams to achieve good performances for large-scale appli-
cations.

* Work partially supported by DESY, Hamburg
**ackermann @ temf.tu-darmstadt.de

MATHEMATICAL MODELING

A proper mathematical model to describe the electro-
magnetic field distribution within highly resonating struc-
tures with an eigenmode analysis in mind is obviously
based on Maxwell’s equations in frequency domain. We
use the differential notation

curl H = f+jwﬁ (1a)
cul E = —jwB (1b)
divB=0 (1c)
divD = o (1d)

to point out the interdependence of the applied electromag-
netic field components. In this context, £ and H represent
the phasors of the electric and magnetic field strength while
D and B specify the electric and magnetic flux densities,

respectivly. The symbol w represents the angular frequency
while J and o describe the sources of the electromagnetic
fields. In the following we concentrate on linear isotropic
materials which may be inhomogeneous if required. This
limitation simplifies the material relations to D = ¢E and
B= uH with space-depending scalar proportionality fac-
tors. Finally, the electric conductivity o give rise to the
electric current density J = oE which is responsible for
the specific bulk-related losses.

Discretization

To transform the continuous formulation into a suitable
matrix equation we discretize (1) with the help of the finite
element method (FEM) [1]. Eliminating either the electric
or the magnetic field combines the two first-order differ-
ential equations into one second-order equation. This pro-
cedure simplifies the overall solution process because only
one type of field either with tangential or normal continu-
ity conditions has to be properly represented on the discrete
level. In the end, the initially eliminated field can be recon-
structed in a postprocessing step if one of the curl relations
in (1) is applied to the selected quantity.

With the well-known Nédélec elements in mind we set
the focus of the formulation on the electric field only and
combine (1a) and (1b) to the double-curl equation

1 . - -
curl (— curl E) + jwJ —w?eE =0 )
I
which finally will be discretized following Galerkin’s ap-

proach. The electric field strength E = 3. 2; &3P is ex-
panded in terms of locally defined real-valued vector basis
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functions such that the introduced degrees of freedom x ;
have to be of complex type [2].

Collecting the unknown weighting coefficients z; in the
vector variable ¥ allows to formulate the entire problem in
terms of the eigenvalue problem

A7 4wy CPF — wlpgey BPZ =0 3)

which has to be solved accurately to fulfill the full set of
Maxwell’s equations also on the discrete level. This is es-
pecially important because the fundamental charge relation
(1d) is not explicitly stated in the problem formulation but
will be implicitly satisfied in the dynamic case once the curl
equations are properly treated. The matrices AP, B3P and
3P in (3) are specified according to their components

A3D // — curl 3P
Q Hr

B = /// er &P - &3P dQ (4b)

P = /// &P - &P do (4¢)
Q ’

and are sparsely populated on principle because of the local
support of the applied basis functions.

If losses are considered in the simulation the result-
ing damping behavior of the oscillation is naturally de-
scribed by an occuring imaginary part of the angular fre-
quency. Conversely, if neither conductive material is avail-
able within the computational domain nor any boundary-
related loss mechanism has to be considered the matrix sys-
tem (3) reduces to a classical generalized eigenvalue prob-
lem which can be solved following standard techniques.

curlw3D dQ (4a)

Boundary Conditions

The important boundary conditions are incorporated into
the system with the help of the surface contribution

_jwo #( < H)- 3 dA )
A

which originates from a partial integration of the funda-
mental double-curl contribution in combination with Fara-
day’s law (1b) to eliminate the emerging curl of the electric
field strength. There is a large variety of possible boundary
conditions available to encapsulate the computational do-
main from the remaining structure. Regarding cavity sim-
ulations the most important and often idealized boundary
conditions are specified as follows:

e Perfect magnetic conductive material (PMC):

The interface condition to perfect magnetic conduc-
tive material is characterized by vanishing tangen-
tial magnetic field components in the interface plane.
With 7 representing the local surface normal vector
an appropriate relation is given by 77 X H = 0 which
prevents the boundary integral (5) to contribute to the
overall FEM formulation and is therefore known as
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the natural boundary condition of the method. In the
context of eigenmode analysis the magnetic boundary
condition is used to realize symmetry planes.

Perfect electric conductive material (PEC):

The interface condition to perfect electric conductive
material is characterized by vanishing tangential elec-
tric field components in the interface plane. This
widespread boundary condition is not represented
with the help of the boundary integral (5) but will
be incorporated into the final formulation by explic-
itly forcing the corresponding weighting coefficients
of the applied Nédélec-type vector basis functions to
be zero. The integral (5) finally does not contribute
to the formulation because the adjacent vector basis
functions do not show any tangential component to
the surface. An efficient implementation will elimi-
nate those contributions a priori and therefore has to
distinguish between volume and surface related ba-
sis functions. The electric boundary condition is ap-
plied to realize symmetry planes and to approximate
the metallic surfaces of superconducting cavities.

Impedance boundary condition:

One of the local acting lossy boundary conditions
which can be used to formulate the necessary en-
ergy exchange in the interface plane is given by the
impedance relation Z (7 x H) = it x (7i x E) where
Z represents the ratio of the tangential electric to the
magnetic field strength. Incorporating this representa-
tion into the boundary formulation (5) results in

. 1 3D\ (= _ -3D
dA 6
JWNO%Z(HXW )- (78 % J) (6)

while the integral part can be immediately added to
the system matrix (4c) if the specified impedance is
modeled independent of the frequency. If a frequency
dependent representation has to be resolved in the sys-
tem (3) the matrix equation turns from quadratic to
higher-order polynomial or even nonlinear in general
and radically increases the requirements on the un-
derlying eigenvalue solver. With respect to the cav-
ity eigenmode calculation the concept of impedance
boundary condition leads to the most simple approach
to enable wave propagation in either coaxial lines at-
tached to the resonators with the help of carefully de-
signed coupler units or the beam tubes. Unfortunately,
this efficient formulation is restricted to single-mode
propagation only so that the usable frequency range is
limited to the interval of fundamental mode transport
in the particular waveguides. Compared to more gen-
erally applicable boundary conditions the formulation
in (6) advantageously retains the sparsity pattern of
the original system and does not introduce additional
matrix elements. This favorable property is of partic-
ular importance if efficient eigenvalue solvers have to
be implemented where preconditioners are applied to
solve linear systems of equations.

44 03 Numerical Methods in Field and Radiation Computation
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e Port boundary condition:

Accelerating cavities are necessarily equipped with
fundamental couplers to enable the energy transfer
from the radio-frequency sources to the beam. In the
same way intentionally installed highly-specialized
couplers allow the extraction of parasitic modes to
prevent performance degradation in high-current ap-
plications. While a single-mode wave propagation can
be efficiently modeled with the help of the impedance
boundary condition this is no longer true for the multi-
mode case. The accurate modeling of a true port
interface can be realized with the help of a two-
dimensional (2-D) modal expansion of the resulting
electromagnetic field in the specified boundary plane.
This procedure enables the correct treatment of any
kind of wave propagation in the attached line includ-
ing even the excitation below cut-off. This ability is
especially interesting even for the simple mono-mode
case because the port-interface plane can then be lo-
cated near to the cavity where higher-order modes
still have to be considered. Following this approach
a large amount of degrees of freedom can be saved
because otherwise the interface plane has to be moved
far away from the cavity to guarantee that all higher-
order modes are sufficiently decayed. The modeling
of the coaxial lines is particularly expensive because it
naturally requires a fine grid resolution to resolve the
small geometric details. The numerical treatment of
the port boundary condition is established again with
the help of the boundary integral representation (5) in
combination with Faraday’s law (1b) because the pre-
sented three-dimensional (3-D) formulation is based
on the electric field strength only. A full modal ap-
proach has to consider all modes traveling in both di-
rections of the attached waveguide

E=> (A0 ED + AP ED) %)

with the incoming waves representing the desired ex-
citation. Keeping the aspired eigenvalue formulation
in mind we do not explicitly excite the resonators at
the port interfaces and concentrate the modeling on
the outgoing waves. The electric field strength can
then be composed of individual mode contributions
according to

E=Y A (B +aB,) e @)

where the full field is decomposed in terms of the
transverse (t) and longitudinal (z) components. A lo-
cal coordinate system is introduced such that 7 = €,
represents the orientation of the outward normal vec-
tor of the relevant port plane. Following this ap-
proach the TEM, TE and TM modes in homogeneous
waveguides can be described with only one formula-
tion which is in addition even applicable for inhomo-
geneous port planes [3].

MOADI1

To evaluate the resulting boundary integral represen-
tation

// 1 (i x curl E) '(D?D dA )
Aport o ’

the curl of the electric field can be rephrased analyt-
ically while special care has to be put in the analysis
because of the fundamental differences in the handling
of the transverse and longitudinal coordinates. The re-
sulting expression

i x curl E :Z A, (gradEz,l, —&-jk,,ﬁtﬂ,) (10)

has already been evaluated in the port plane to sim-
plify the notation. According to the orthogonality re-
lation of the waveguide modes the missing scaling fac-
tors are specified according to the expression

A, = // e B Br,dA
Apor( 1

which finally enables to set up the entire port bound-
ary condition once the desired two-dimensional mode
patterns are available for the specified port interfaces.

(1)

Port Description

Setting up a 3-D eigenvalue formulation where elec-
tromagnetic energy can dissipate through matched wave-
guides necessitates the calculation of the modal field pat-
tern in the boundary plane together with the corresponding
propagation constants. The desired modal data can be de-
rived from a two-dimensional eigenvalue formulation once
the evaluation frequency is fixed. In an iterative solution
process the ultimate resonance frequency is then obtained
by successive evaluation steps where the overall conver-
gence rate depends on the coupling strength of the 2-D and
3-D fields. For practical applications regarding cavity sim-
ulations a few fixed-point iterations already lead to accurate
results up to solver-precision.

The required field pattern E,, => i Tiw cﬁfD in the port
plane can be calculated with the help of a 2-D eigenvalue
formulation which is derived from the 3-D problem (3)
with a necessary restriction to the port plane. Concentrat-
ing on the lossless case results in the notation

APPE, = wlugeo B, (12)
with matrices A?P and B2P defined by the elements
1
Af? = // — curl u?fD - curl GJZD dQ (13a)
Apon M
Bp = // er &7 - &3P dQ (13b)
A

port

where the important propagation constants k, are hidden
in the longitudinal dependence of the basis functions. Ex-
plicitly expanding the separated variables and simultane-
ously applying a partitioning of the weighting coefficients
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according to the transverse and longitudinal components
results in a block-oriented quadratic eigenvalue problem
which can be also stated using the two equations

(14a)
(14b)

Az1 Ty — jk. 322 T, + k2321 Ty =0

BX &, + jk.BY 7 =0
and allows to determine the propagation constants once the

evaluation frequency is fixed. The necessary submatrices
are defined according to the expressions

A%Ii” // — curl; & wt ; - curly w2D dQ +
por( T
Whort 11020 // e Gih -G A (159)
Apon
1 o .
By = // — @7 @ d0 (15b)
Apor( MT
1
B, =[] e aBaas
' Aporl u’r’ ’ ’
1
By = // — &7 - grad, w2 dQ (15d)
Apor( u’r’
1
B%Eij = // — grad, w“ grad, w2D dQ +
' Aporl MT
Whort 100 // e wi w2 dQ (15¢)
A

port

and have to be evaluated with the help of the 2-D basis
functions in the specified port planes. The unfavorable
quadratic formulation can be rephrased into the classical

generalized eigenvalue problem
A 0\ (4 2 (B B2\ (U
) =—k - 16
( 0 O) (yz ? \Ba1 D22/ \¥ (16)
—j &, [4]. The

using the substitutions ¥; = k, Z; and i, =
last equation in (16) is responsible for the source-free con-
dition of the port modes although the derived formulation
originates from Maxwell’s curl equations only. The formu-
lation is of particular interest because all eigenvalues and
eigenvectors can be calculated using real-valued arithmetic
even for the evanescent fields.

Once the 2-D eigenvalue problem (16) is solved for the
lowest eigenvalues the extracted eigensolutions have to be
incorporated into the originally stated 3-D formulation us-
ing the boundary representation (9). Because of the tangen-
tial nature of the vector expression 77 X curl E the essential
equation can also be written in the form

1 .,
// — (A xcurlE) -
Apon M

where the 3-D basis functions have been interchanged with
the corresponding 2-D variants without any approximation.
Consequently, if the port-mode calculation has been per-
formed on a 2-D subset of the 3-D discretization the spec-
ified integration does not have to be completed again but

&> dA (17)
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can be copied instead from the 2-D calculations, where
they have been carried out anyhow. This favorable feature
is readily available if the applied 2-D basis functions are
originating from the 3-D counterparts by projection on the
specified port plane. All necessary basis functions auto-
matically meet this fundamental requirement if the same
construction scheme is used to set up the initially unknown
vector functions from the known scalar counterparts.

Supplementary to the propagation constants the know-
ledge of the cut-off frequencies of the considered modes
is advantageous to characterize the wave propagation. The
necessary values do not have to be calculated from scratch
but can be extracted from (16) with the help of a Rayleigh
quotient simply by setting k , to zero.

Splitting the submatrix in (15a) according to the defini-
tion A} = Af; — wl, togo AY; into the specified parts
A}, and AY; finally enables a simple incorporation of the
boundary contribution (17) into the original eigenvalue for-
mulation (3). Special care has been put in the conversions
to demonstrate the symmetry of the resulting matrix block
so that the entire formulation retains the favorable property.

IMPLEMENTATION

Based on the presented eigenvalue formulation a reliable
computer program to enable high precision cavity simula-
tions has been set up. The inherently high computational
demands welcomes a parallel implementation utilizing dis-
tributed memory machines. The geometrical modeling of
the structures is performed with the CST Studio Suite ® [5].
A flexible tetrahedral mesh is used to perform the under-
lying FEM calculations. The electric field strength is de-
scribed with the help of Nédélec-type basis functions up to
the second order which are formulated on curved elements
to retain the high approximation order even for non-flat ma-
terial interfaces.

— 000000000

Figure 1: Partitioning of the computational domain among
32 processes. A unique color is assigned to each of the
extracted sub domains to model e.g. a TESLA 9-cell cavity.

Because of the immanent coupling of excited modes to
any kind of carefully designed loads the applied computer
program explicitly has to enable a suitable handling of
local loss mechanisms. The underlying algebraic eigen-
value solver naturally has to cope with a complex formu-
lation which is not straightforwardly applicable to avail-
able solver packages. A robust realization of a Jacobi-
Davidson-type eigenvalue solver has been implemented to
extract the complex-valued eigenvectors and correspond-
ing eigenvalues for the large 3-D problem while the 2-D
port modes are determined as a comparable small problem
with the help of standard LAPACK routines [6].
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APPLICATION

The available algorithms have been applied to the com-
putational model of a TESLA 1.3 GHz accelerating cavity
to determine the complex resonance frequency of various
configurations next to the corresponding field distributions
for all modes e.g. in the first monopole passband and in
the mixed first and second dipole passband [7]. The com-
putational model consists of the nine-cell cavity, the fun-
damental input coupler as well as the up- and downstream
higher-order modes couplers. Port boundary conditions are
placed at the coaxial lines of the three couplers as well as
on the two beam tubes.

106

1010
— = .
3 .—MWW
Q 9 n
1
g 10 - .
2z .
S 10°
& « 0
E S
= 7 (] ) ()
g 10 = -
= 8 mm e < e b @
L J ) °
7

Mode Index

Figure 2: Quality factors for the monopole modes for var-
ious penetration depth of the main input coupler. The col-
ored data points are obtained on a mesh using 1.3 million
tetrahedrons (8.1 million complex DOF) while the black
circles are included for comparison reasons and correspond
to 283 thousand tetrahedrons (1.7 million complex DOF).

The implemented formulation can cover a wide range
of dynamical systems reaching from strongly coupled con-
figurations to nearly isolated resonators. A distinct fea-
ture of the complex formulation is given by the possibil-
ity to simultaneously determine the real part as well as the
imaginary part of the angular resonance frequency. While
the real part immediately characterizes the oscillation the
imaginary part is used to describe the damping. Instead of
directly specifying the damping coefficient the widespread
quality factor Q = wrea/(2 Wimag) is preferably used in-
stead. Because the coupling to the external devices is the
only loss mechanism considered in this work the quality
factor is specified by the external quality factor only. In
Figs. 2 and 3 selected simulation results are summarized to
demonstrate a proper handling of the notoriously difficult
large-scale numerical problem.

CONCLUSION

A robust FEM implementation of a dissipative eigen-
value formulation has been set up which enables to sim-
ulate lossy structures based on complex-valued variables
without the necessity to precalculate real-valued systems
in a preprocessing step. The available parallel computer
program utilizes hierarchical Nédélec-type basis functions
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Figure 3: Quality factors for the 36 modes in the 1 and 2™
dipole band considering both polarizations. The calcula-
tions are performed on meshes with 0.354, 0.991 and 2.090
million tetrahedrons indicated by squared, circled and col-
ored data points which translates to 2.1, 6.1 and 12.9 mil-
lion complex degrees of freedom (DOF).

up to the second order on curved tetrahedral elements and
can handle besides losses in bulk materials in particular an
impedance boundary condition and a port mode represen-
tation for arbitrary number of ports. The practical appli-
cability of the combined 2-D and 3-D formulation to real-
life problems has been successfully demonstrated with the
precise electromagnetic modeling of a TESLA-type accel-
erating cavity where the influence of the attached coupling
units has been incorporated consistently in the formulation.
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IMPLEMENTATIONAL ASPECTS OF EIGENMODE COMPUTATION
BASED ON PERTURBATION THEORY"

K. Brackebusch', U. van Rienen, Institute of General Electrical Engineering,
University of Rostock, Germany

Abstract

Geometry perturbations affect the eigenmodes of a reso-
nant cavity and thereby can improve but also impair the per-
formance characteristics of the cavity. To investigate the ef-
fects of both, intentional and inevitable geometry variations
parameter studies are to be undertaken. Using common
eigenmode solvers involves to perform a full eigenmode
computation for each variation step, even if the geometry
is only slightly altered. Therefore, such investigations tend
to be computationally extensive and inefficient. Yet, the
computational effort for parameter studies may be signifi-
cantly reduced by using perturbative computation methods.
Knowing a set of initial eigenmodes of the unperturbed ge-
ometry these allow for the expansion of the eigenmodes of
the perturbed geometry in terms of the unperturbed modes.
In this paper, we study the complexity of a numerical im-
plementation of perturbative methods. An essential aspect
is the computation and analysis of the unperturbed modes
since the number and order of these modes determine the
accuracy of the results.

INTRODUCTION

Aiming to design a cavity with best possible perfor-
mance it is necessary to optimize miscellaneous of its char-
acteristics that all depend on the cavity’s eigenmodes. The
cavity shape mainly influences these characteristics and has
to be changed numerous times during the optimization pro-
cess. Any geometry modification entails a full recomputa-
tion of the eigenmodes causing an immense total computa-
tional effort. Perturbative methods allow for avoiding this
repetitive procedure. The methods (discussed here) base on
the approach of computing the eigenmodes (denoted as un-
perturbed) of exclusively one initial geometry using a com-
mon computation method and deriving the eigenmodes (de-
noted as perturbed) of a modified geometry directly from
the unperturbed eigenmodes with substantially less effort.

To do so, the interaction of each unperturbed mode i with
every other unperturbed mode k has to be determined by
forming an expression that includes their resonant frequen-
cies f and a volume integration over the scalar product of
their electric / magnetic fields E(r), H(r)

T = /// Ei(r) - E(r) AV (1)
AV

*Work supported by Federal Ministry for Research and Education
BMBF under contracts 05SHO9HRS and 05K10HRC
T korinna.brackebusch @uni-rostock.de

IT gk = /// H;(r) - Hy(r) dV )
AV

Here AV is the volume that is removed by the modification
from the unperturbed volume V. Applying further arith-
metic operations to the resulting interaction term (IT) ma-
trix finally yields the perturbed resonant frequencies and
weighting factors that allow for expanding each perturbed
electromagnetic field as a series of the unperturbed fields.
In [1] and [2] two perturbative methods differing in the
composition of their ITs and arithmetic operations are de-
scribed in detail.

In [2] and [3] their applicability was proved by means
of analytically evaluable cavity geometries providing very
accurate results. Using analytically computed unperturbed
eigenmodes all operations can be implemented with very
high precision and very low effort. However, for most
cavity structures the unperturbed modes have to be nu-
merically computed. This is not only more complex and
affected by additional numerical errors but also involves
some difficulties that are discussed in the following. The
numerical implementation was investigated using the ex-
ample of a cylindrical cavity subject to one-dimensional
perturbations to compare its outcomes with the analytically
computed ones.

NUMERICAL IMPLEMENTATION

The computation of the unperturbed eigenmodes is the
first and most expensive operation but has to be done only
once for a certain cavity structure. It is required for the
ITs and the series expansion and therefore particularly im-
portant for the accuracy of the results. The simulations are
done with CST MWS Eigenmode Solver [4]. The integrals
ITg and 1Ty solely depend on the fields in the boundary
region (where the perturbation occurs). Besides an appro-
priate mesh density, hence a precise discretization of the
boundary is significant. Since a discrepancy between dis-
cretized and actual boundary leads to an abrupt transition of
the fields to zero (Fig. 1) an insufficient discretization may
seriously impair the accuracy of the ITg and ITy. The Fi-
nite Element Method (FEM) combined with a tetrahedral
mesh and curved elements proved to reproduce the bound-
ary much more precisely than the hexahedral dual grid of
the Finite Integration Theory (FIT). Therefore, here, FEM
should be used for the eigenmode computation of cavities
with a curved shape.

For the further processing the computed fields have to
be exported from CST MWS as discrete field points. But
despite the achieved precise boundary discretization using
FEM some of these field values are still affected by the de-
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Figure 1: H, (), cavity radius R: 100 mm, method: FIT.
FEM-computed fields have a significantly smaller defective
boundary range (0.3 um) than the shown FIT-computed
ones (70 pm) which are allocated on the dual grid in a cer-
tain distance to the boundary.

surface normal
8
defective boundary
range

Figure 2: One-dimensional extrapolation of defective value
(red) from correct values on the boundary surface normal.

fective boundary range. To minimize this impact a simple
but effective procedure was developed. For it, each discrete
field value that lies inside the defective region is extrapo-
lated from a set of correct values located on the surface
normal vector of the boundary (Fig. 2). By doing so, the
accuracy of the ITs can be further improved.

For the computation of the ITs (done with Wolfram
Mathematica [5]) two approaches were pursued. For the
first approach, all discrete fields are interpolated to create
continuous functions for the volume integration in Eqgs. 1
and 2 in order to achieve a high accuracy. However, the
computation of the interpolation functions and integrals
turned out to cost an enormous effort. The main reason
is that very accurate results can only be obtained by an in-
terpolation of higher degree. But this can only be done
on a structured grid which requires to interpolate the fields
inside a larger volume than AV (in many cases the com-
plete volume V') while the grid density must be kept ap-
propriate for AV. Such a three-dimensional higher degree
interpolation for a huge number of grid points is very inef-
ficient. Consequently, an alternative approach was needed.
Its main idea is to partition the volume AV into elements,
determine the discrete field values in their centers and then
substitute the integration by a summation of the products

stepI. NNB

Figure 3: Volume partitioning of a cylinder (cross cut): (a)
Pure cubic elements. (b) Cubic / (c) cylindrical elements
with analytically determined boundary elements.
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of the discrete integrands and volumes. These basic opera-
tions need only little effort and solely the fields inside AV
have to be processed. But the commonly used partitioning
into cubic elements (Fig. 3(a)) is not adequate for a summa-
tion over AV because of the required precise boundary dis-
cretization. Therefore, an improved partitioning algorithm
was developed. If the boundary of AV and an element in-
tersect volume and center of the element change. But both
can be analytically computed due to the fact that usually all
cavity shapes are described by (piecewise) analytical func-
tions (Fig. 3(b),(c)). Correcting these intersection elements
can essentially improve the accuracy of the ITg and ITy;.

After the computation of all ITs, the arithmetic opera-
tions of the respective method (mostly matrix operations)
have to be performed. These finally yield the perturbed
resonant frequencies and the weighting factors of the se-
ries expansion. The operations are equal for analytically
and numerically computed ITs and easy to implement with
a low effort and very high accuracy. In case that besides
the frequencies also the perturbed fields or certain cavity
characteristics (e.8. Epeak/Eqce Or Qeqt) are desired the
complete or at least parts of unperturbed fields have to be
previously exported to do the series expansion.

RESULTS

In the following, the implementational outcomes for a
radial perturbation of a cylindrical cavity (R=100 mm,
L=100 mm, fundamental mode of 1.15 GHz) investigating
TMzs ;.2 modes (n: radial mode index) are exemplarily dis-
cussed. The frequencies of the numerically computed un-
perturbed mode are highly accurate. The relative deviation
is less than 1.6 - 10~ inside a very large frequency range
(up to 35.71 GHz). Thereby an essential condition for the
following operations is fulfilled since all intermediate and
final results highly depend on the computable frequency
range. However, it has to be considered that the accuracy
degrades with increasing frequency due to the fact that the
number of simulated mesh cells is limited by the available
memory (Fig. 4).

To obtain accurate IT g and IT the discrete volume el-
ements have to be chosen small enough to properly dis-
cretize the fields of all unperturbed modes. While the ITg
and ITy of modes with a low frequency can be computed
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9. =) E 6.
8. >\12~_ ==frequency error 5.0
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Figure 4: Parameters of CST MWS eigenmode computa-
tion of TMs 1.2 to TM3 23.2. The intended steps per wave-
length reduce from 12 GHz on due to full memory usage.
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with very coarse elements their accuracy for higher modes
largely depends on the element step size (Fig. 5(a)). How-
ever, a large perturbation does not require elements as fine
as a small perturbation does (Fig. 5(b)). A very precise step
size is only needed if the perturbation is also very small.
Considering this, the efficiency can be increased by avoid-
ing the use of an unnecessarily large number of elements.

Choosing volume elements with an appropriate dis-
cretization and effort, the relative deviation of the integral
ITs of the electrical fields is largely below 2 - 1072 and
hence very accurate (Fig. 6). Only for comparatively small
IT it rises up to 7.42 - 1073, The deviation of the IT
is equal up to the 13th mode. The ITy of higher modes
are relatively small so that they are increasingly impaired
by the numerical simulation error. As a consequence the
relative deviation rises up to 3 - 10~2. The accuracy of the
final ITs depends on the used perturbative method. For [2]
solely the ITg are required so that the so computed ITs
remain as accurate as the ITg. But for the ITs in [1] the
integrals ITg and ITy are multiplied by the further quan-
tities and subtracted from each other. Thereby the relaitve
error contribution of ITg and ITy changes. This may in-
crease the deviation for some of the resulting ITs. Due to
the complexity of the mathematical relations the details are
not discussed here.

Compairing the final results, the perturbed frequencies f

ITgnum/ITeana—1 ITenum/ITeana—1
0.12 !
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Figure 5: Relative error of selected IT i) depending on the
step size of the volume elements (— cubic, - - - cylindridal)
for different modes (a) and radial perturbations (b).
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Figure 6: Absolute values and relative error of the ITg and
IT; for radial perturbation of 5% using 3.4 - 10° cubic vol-
ume elements with 0.5 mm step size. For two ITz that are
almost zero the error is not shown (black areas).
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based on a numerically implementation highly coincide
with the ones based on an analytically implementation
(Fig. 7). This proves the practicability and accuracy of a
numerical implementation. Figure 7 also shows that the re-
sults using [1] deviate more from the expected ones than
the results using [2] due to the previous described different
composition of the ITs.

|fnum/fana_1|

= Method [1]
= Method [2]
0.003
0.002
0.001
5. 10. 15. 20. 25. 30. 35. f/GHz

Figure 7: Relative deviation between perturbed frequencies
based on numerically computed unperturbed eigenmodes
and the ones based on analytically computed eigenmodes.

CONCLUSIONS

The investigations showed that a completely numeri-
cal implementation of perturbative methods using standard
software is feasible. The development of special proce-
dures for the processing of numerically computed unper-
turbed eigenmodes allows for a very accurate and effi-
cient computation of the necessary basic parameters (un-
perturbed frequencies and volume integrals of the electro-
magnetic fields) over a large frequency range. The per-
turbed eigenmodes determined from these basic parame-
ters very exactly match the results of analytically compar-
ative calculations. But it also became apparent that there
are differences in the error propagation depending on the
algorithm of the used method which should be further ex-
amined.

The most important conclusion of the investigations is
that the implementation algorithm described in this paper
allows for the application of perturbative methods to any
desired cavity geometry providing reasonable results.
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AN APPLICATION OF THE NON-CONFORMING CROUZEIX-RAVIART
FINITE ELEMENT METHOD TO SPACE CHARGE CALCULATIONS

C. Bahls*, U. van Rienen, University of Rostock, Rostock, Germany

Abstract

The calculation of space charge effects in linear accel-
erators is an important prerequisite to understand the inter-
action between charged particles and the surrounding envi-
ronment. These calculations should be as efficient as possi-
ble. In this work we explore the suitability of the Crouzeix-
Raviart Finite Element Method for the computation of the
self-field of an electron bunch.

INTRODUCTION

Current and future accelerator design requires efficient
3D space charge calculations. One possible approach to
Space Charge Calculations is the Particle-in-Cell (PIC)
method, especially the Particle-Mesh method which calcu-
lates the potential in the rest-frame of the bunch.

This computation usually is done by solving Poisson’s
equation on the domain €2, using a charge weighting f(x):

—Au(z) = f(z), Va € Q.
This equation is subject to some boundary conditions:
u(z) = gp(x), Va € 0Qp,
gradu(z)n(z) = gn(x), Vo € 0.

These computations should be as efficient as possible.

SPACE CHARGE CALCULATIONS

We are aiming at computing the self-field of the bunch.
Denoting with D the dielectric flux and with p the charge
density we are estimating a solution to Gauss’ law:

divD = p.

Usually there are infinitely many solutions to that equa-
tion, as in fact a very large subspace of all vectorial func-
tions on the domain fulfils the equation. One can add any
divergence-free field (for example a rotational field) to a
known solution without changing the divergence, therefore
recovering additional solutions to the field equation.

For the moment we are only interested in curl-free so-
lutions of Gauss’ law, so we will only try to estimate
fields ®(x) which are gradients of a scalar potential u(z),

as: W(xz) = —grad u(z), so our equations become:
gradu(z) +¥(z) = 0 Vo € €,
—dive(z) ¥(z) = p(z) Vr € Q.

* christian.bahls @ gmx.de

Removing the auxiliary vector function W(z) this usually
gets shortened to the following equation:
—div e(z) gradu(z) = p(z) Vo € Q.

If the permittivity tensor &(z) isotropic and can be replaced
by a divergence free scalar function €(x) this becomes:

—Au(z) = e(z) p(x) Vo € €.

Our currently used numerical scheme [5] - solving Pois-
sons equation —Au(z) = p(x)/eo in vacuum using a finite
difference scheme - seems to less than optimal for estimat-
ing the electric field.

We are loosing one order of convergence (O(h?) —
O(h')) by the numerically computation of the electric field
from the potential u (even if using the exact derivative on
the underlying function space).

The discretized solution u, on an equidistant structured
mesh approximates the solution u with an order O(h?):

up(z) = u(x) + O(h?).

The gradient ¥ (which corresponds to our accelerating
field) will than be approximated with an order of O(h'):

W, (z) = ®(z) + O(hY).

As we are mainly interested in the electric field we would
like to approximate it with the same order of accuracy as
the potential.

So we want to discretize and solve for the vector field
W directly. The discretization used has to be curl-free and
should somehow allow for a reasonable definition of the
divergence of the field (e.g. be conformal).

Raviart-Thomas Mixed Finite Elements

One suitable ansatz-space is the lowest order Raviart-
Thomas space RTy whose linear vector functions have fol-
lowing element-wise linear expression:

‘I’h(X) = ap + bgXx,
where x is in the element 7}, of the triangulation T of (2.
For the discretisation to be conformal the normal compo-

nents of the field have to be continuous at every interface
(edges in 2D or faces in 3D).
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To include this continuity constraint in the construction
of the finite element space, RT usually is represented
by an interface-based discretization using following defi-
nition:

|Ej]
Vi, (x) =0 2|13k (x —Pj).
Where |T}| is the area/volume of the simplex T, | E;| is the
length/area of the edge/face E;, o; indicates the orientation
of IJ; and P; is the vertex opposite to E;.

Mixed and Hybrid Formulation

We are now using the canonical Galerkin-approach for
Mixed Finite Elements to compute approximate solutions
for the field ¥;, and the potential uy,:

/T~111h+/7'5graduh =
Q Q

/vdiv‘I’h =
Q

To later remove the flux variable from the system, one
can relax the continuity requirement on the ansatz-space
and use the flux ¥, from the space RT; ! of piecewise
linear vector and discontinuous vector functions.

One could then enforce the continuity of the normal
component of the flux on the interfaces by the use of piece-
wise discontinuous Lagrange multipliers A, € Ml_l, lead-
ing to following system of equations:

/i’-\i’h—k/f'agraduh—i—/ Apnp-7 = 0,

Q Q 60

/vdivlilh /Uﬁ
Q Q

/ ,unT-\ilh = 0.
60

for all 7, v and  in RTy ', P7* and M ! respectively.
This is equivalent to a system of linear equations such
as:

0 V7T e RTy,

/vf vv e Pyt
Q

A B C 0, 0
BT Up, - fh
CcT AL 0

Because A is block-diagonal it is element-wise invert-
ible, the local ¥, can easily be computed by:
U, = —A'Buy,+CN).
Using block Gauss elimination this leads to the follow-
ing system of linear equations:
—/fn
0

BTA-'B BTA-!C up,

CTA-'B CTA-'C An

This method is called static condensation. Also elimi-
nating the uy, using a Schur complement one arrives at the

Crouzeix-Raviart Finite Element Method, which can also
be derived differently.
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Figure 1: The ansatz-functions are only continuous at the
midpoints of interfaces

Figure 2: The space of continuous P is contained in P)'¢.

Crouzeix-Raviart Non-conformal FEM

In [1] Marini suggested to directly use the locally P; but
nonconforming finite element spaces P\, these are also
called Crouzeix-Raviart or loof finite element spaces. (This
approach can also be found in [2])

These finite elements have their degrees of freedom al-
located at the barycenters of their interfaces, rather than at
their vertices. The function space P\C actually contains
the contains the space P; of Lagrange finite elements, so it
can at least represent the continuous solutions from nodal
P, discretizations, but it is larger.

The direct way to arrive at the Crouzeix-Raviart Finite
Element Method is to apply the usual Galerkin approach to
the nonconforming ansatz space P\C directly:

Z/ sgradhuh-gradhvz/fhv Vo € PYC.
TeT " Tr Q

With decreasing mesh size h the numerical solution uy,
converges to u with O(h?). More interestingly a special
post-processing can recover a linear flux W, (x) of second
order accuracy O(h?) from uy,(z) by locally choosing:

W, (z) = egrad, up, — fr (x —x1,)/n

on the element 7},. (with n denoting the dimension of the
problem setting and x, the barycenter of the simplex 7},)
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Table 1: Tabulated convergence of successive refinements
of the square domain [0, 1] x [0, 1]; |ey, ||2 and ||ey, ||co are
the Lo and the maximum error of the potential uy, while
lew,, || o indicates the maximum error of the approximated
gradient Wy, at interface midpoints.

K | t(sec) lew, ll2 | llew,lloo | [lew) oo

40 | 0.002 || 6.20e-2 | 1.20e-1 | 2.85e+0
176 | 0.004 || 1.49e-2 | 3.69¢e-2 | 1.28e+0
736 | 0.009 || 3.70e-3 | 9.59¢-3 | 3.65e-1
3008 | 0.035 || 9.24e-4 | 2.40e-3 | 9.47e-2
12160 | 0.204 || 2.31e-4 | 6.0le-4 | 2.39e-2
48896 | 1.433 || 5.77e-5 | 1.50e-4 | 5.97e-3

Table 2: Tabulated convergence of successive refinements
of the cube [0,1] x [0,1] x [0,1]; |leu,ll2> |leu, llco and
|lew, || oo retain the meaning indicated in Table 1.

K| tseo) || flewllz | lleunlloo | llewnlloo

6 | 0.002 || 1.42e4+0 | 9.74e-1 | 1.44e+1

72 | 0.002 || 7.14e-1 | 9.20e-1 | 1.32e+1

672 | 0.006 || 1.49e-1 | 3.20e-1 | 6.87e+0
5760 | 0.044 || 4.02e-2 | 1.13e-1 | 2.93e+0
47616 | 0.597 || 1.07e-2 | 3.21e-2 | 8.63e-1
387072 | 9.373 || 2.74e-3 | 8.58e-3 | 2.23e-1

RESULTS
For convergence studies we have implemented

Crouzeix-Raviart Finite Elements in MATLAB [6]
for two and three dimensional simplical meshes.

For benchmarking the robustness and for accessing the
efficiency of this approach we are solving:

—Au(z) =
—Au(z) =

32 sin(mxy) sin(mas) sin(mas) in 3D,

2r? sin(mxy) sin(mas) in 2D.
The analytic solutions for the scalar potential u is given by:

u(z) =
u(z) =

The convergence of the solution for successively refined
meshes (halving the minimum element diameter in each
step) is tabulated for two dimensions in table 1 and for three
dimensions in table 2.

The convergence of the potential shows the expected be-
haviour (order O(h?) implying a reduction of the error by
a factor of 4 when the step-size is halved).

The error in the approximated field distribution seems to
be dominated by the error at the boundary (especially the
corners of the domain) first - only approaching order O (h?)
on highly refined grids.

in 3D
in 2D respectively.

sin(mxy) sin(nxe) sin(res)

sin(mzy) sin(masy)

MOADC3

Figure 3: Coarse grid function is not contained in fine grid

CONCLUSIONS

Though in both cases the computation time using the
conjugate gradient algorithm could be reduced by a factor
of 2 by using SSOR as a preconditioner for our current ap-
plications and the accuracy sought the computational cost
seems to be prohibitive.

The algorithm still does not have the optimal complex-
ity. Besides using an efficient preconditioner we want to
explore the use of geometric multigrid for Crouzeix Raviart
finite elements.

Using the right prolongation and restriction operators
is not completely straight-forward for the finite element
spaces involved as the successively refined function spaces
are not nested (see Figure 3). Exploring the approaches in
[4] and geometric multigrid as described in [3] seems to be
most promising at the moment.

ACKNOWLEDGMENT

We would like to thank Dr. Poplau for her input during
the preparation of this paper.

REFERENCES

[1] L. Marini. An inexpensive method for the evaluation of the
solution of the lowest order Raviart—-Thomas mixed method.
SIAM Journal on Numerical Analysis, 22(3):493-496, 1985.

[2] D.N. Arnold and F. Brezzi. Mixed and nonconforming finite
element methods: implementation, postprocessing and error
estimates. Math. Anal. Numér, 19(1), 1985.

[3] D. Braess, M. Dryja, and W. Hackbusch. A multigrid
method for nonconforming FE-discretisations with applica-
tion to non-matching grids. Computing, 63(1):1-25, July
1999.

[4] J. Kraus, S. Margenov, and J. Synka. On the multilevel pre-
conditioning of Crouzeix—Raviart elliptic problems. Numeri-
cal Linear Algebra with Applications, 15(5):395-416, 2008.

[5] G. Poplau and U. van Rienen. An efficient 3D space charge
routine with self-adaptive discretization. In Proceedings of
ICAP 2009 (Proceedings of the 10th International Computa-
tional Accelerator Physics Conference), San Francisco, USA,
pages 23-26, 2010.

[6] MATLAB. Version 7.10.0 (R2010a). The MathWorks Inc.

03 Numerical Methods in Field and Radiation Computation 53



MOSDI1

Proceedings of ICAP2012, Rostock-Warnemiinde, Germany

ANALYZING MULTIPACTING PROBLEMS IN ACCELERATORS USING
ACE3P ON HIGH PERFORMANCE COMPUTERS*

Lixin Ge', Kwok Ko, Kihwan Lee, Zenghai Li, Cho Ng, Liling Xiao
SLAC National Accelerator Laboratory, Menlo Park, CA 94025, USA

Abstract

Track3P is the particle tracking module of ACE3P, a 3D
parallel finite element electromagnetic code suite
developed at SLAC which has been implemented on the
US DOE supercomputers at NERSC to simulate large-
scale complex accelerator designs [1-3]. Using the higher-
order cavity fields [4] generated by ACE3P codes,
Track3P has been used for analysing multipacting (MP) in
accelerator cavities [5]. The prediction of the MP barriers
in the ICHIRO cavity at KEK was the first Track3P
benchmark against measurements. Using a large number
of processors, Track3P can scan through the field gradient
and cavity surface efficiently, and its comprehensive post-
processing tool allows the identifications of both the hard
and soft MP barriers and the locations of MP activities.
Results from applications of this high performance
simulation capability to accelerators such as the Half
Wave Resonator (HWR) [6], Quarter Wave Resonator
(QWR) for FRIB [7], 704 MHz SRF gun cavity for BNL
ERL [8] and the Muon cooling cavity for Muon Collider
[9] will be presented.

INTRODUCTION

Multipacting (MP) is an undesired, resonant built-up of
electrons inside RF structures. It can cause wall heating
and high power RF components like couplers, windows,
etc. breakdown. There are also other bad effects, such as
significant power loss, low achievable field gradient and
thermal breakdown in superconducting structures.

Due to the critical role of multipacting effects on
accelerator design, much work has been done on
multipacting studies to identify potential MP activities
and their locations and to mitigate MP effects using
different methods such as modifying geometry to
eliminate MP barriers, changing surface conditions to
reduce secondary emission yield (SEY) and imposing
external DC biasing field.

In recent years, with more computing power, first 2D,
then also full 3D simulation tools have been developed to
investigate potential multipacting activities in RF-
structures [10]. There are several requirements for
realistic multipacting simulation, namely, high resolution
EM field, correct representation of particle emission from
curved surface, realistic SEY curve for surface material
and comprehensive post-processing of particle data to
identify MP events.

* The work was supported by the U.S. DOE contract DE-AC02-
76SF00515 and used the resources of NERSC at LBNL under US DOE
Contract No. DE-AC03-76SF00098.

'lge@slac.stanford.edu

54

ACE3P CODE SUITE

For more than a decade, SLAC has been developing the
conformal, higher-order, C++/MPI based parallel finite
element suite of electromagnetic codes [1-3]. ACE3P
consists of the following modules: Omega3P for
calculating cavity modes and damping, and S3P for
transmission in open structures in frequency domain; T3P
for calculating wakefields and transients in time domain;
Track3P for multipacting and dark current studies using
particle tracking; Pic3P for RF gun design with particle-
in-cell (PIC) method; and TEM3P for multi-physics
analysis including EM, thermal and mechanical effects.

There are several strengths of the parallel finite-element
method used in ACE3P. First, high-fidelity geometry
modelling can be achieved using curved quadratic
tetrahedral elements. Second, higher-order field
interpolation functions (p = 1-6) improve field accuracy
as shown in Fig. 2 when using linear, quadratic and cubic
basis functions for solving the eigenmode of the cavity
shown in Fig. 1. Third, parallel processing speeds up the
computation by taking advantages of the code scalability.
The calculation took less than 1 minute to obtain the
mode frequency within 0.001% using a mesh with 67k
quadratic elements on 16 CPUs with 6GB memory. All
these factors are important for multipacting simulation as
will be seen later in this paper.

Figure 1: End cell cavity with input coupler.
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Figure 2: Convergence study for using linear, quadratic
and cubic basis functions.
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ACE3P has been installed and runs on the
supercomputers at NERSC (National Energy Research
Centre) of Lawrence Berkeley National Laboratory. One
of the NERSC machines, hopper, has 153,216 compute
cores, 217 terabytes of memory and 2 petabytes of disk
storage. Its peak performance is 1.28 Petaflops/sec. More
information can be found at [11].

TRACK3P

Track3P is a 3D parallel high-order finite element
particle tracking code for multipacting and dark current
simulations. For multipacting simulation, Track3P can
load EM fields calculated by Omega3P, S3P and T3P,
which are high resolution EM solvers to calculate
standing wave, traveling wave and transient field
solutions as input for particle tracking. High-fidelity
geometry representation built inside ACE3P allows
realistic modeling of particle emission on cavity surface.
Realistic SEY curves provided by experiments can be
used to construct multipacting maps. The versatile post-
processing capabilities help users to identify onset of
multipacting through various parameter scans.

Parallelization of Track3P

In Track3P, the whole geometry mesh and EM fields
are loaded in individual processors. Particles are divided
evenly among the processors, so no communication is
required between processors and thus excellent load
balancing is achieved. For a typical MP simulation, for
example, the FRIB Half Wave Resonator (HWR), the
total number of field level scans is 300 and the estimated
number of particles per field scan is 8 millions (with
initial particles distributed on all exterior surfaces). It took
about four hours with 9600 CPUs to finish the
simulation.

Multipacting Simulation in Track3P

In a typical MP simulation, electrons are launched from
specific surfaces of a cavity at different phases over a full
RF period. The initial launched electrons follow the
electromagnetic fields in the structure and eventually hit
the boundary, where secondary electrons are emitted
based on the secondary emission yield (SEY) of the
surface material. The tracing of electrons will continue for
a specified number of RF cycles. The process described
above is repeated for a set of combined launching
parameters: RF field level and phase, launching location
energy and angle. After all the calculations for various
launching conditions are finished, resonant particle
trajectories are identified. Not all of these resonant
trajectories contribute to multipacting, and only those
with successive impact energies within the right range for
secondary emission yield bigger than unity will be treated
as multipacting events. Finally a MP susceptible zone is
constructed. A post-processing tool is also included in
Track3P for the effective extraction of MP events. The
tool not only enables to determine the multipacting order
and type, which are defined as the number of cycles per
impact and the number of impacts per multipacting cycle,
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respectively, but also includes enhancement counter
functions to crosscheck the MP barriers determined using
the information from the SEY curve.

Benchmark of Track3P

Track3P has been extensively benchmarked with
theories and measurements. During high power RF
processing, the KEK ICHRIO cavity experienced low
achievable field gradient and long RF processing time. To
understand these processing limitations, Track3P was
used to study potential MP barriers in the cavity cell and
beam pipe step region as shown in Fig 3.

Cell Beam pipe

v
@.n&mﬁ.n 3 .uim I ..J ..J. i

,i:l. ‘“}

il

Figure 3: KEK ICHIRO cavity.

Track3P simulation on the ICHIRO cavity cell shows
that there are resonant trajectories near the cavity cell
equator. Fig. 4 shows examples of the resonant
trajectories at three different field levels. The impact
energy ranges from 20 eV to 55 eV, based on the SEY
curve provided by KEK. This MP barrier is soft, which
agrees with RF tests as some radiation signals were
observes at these field levels but the tests can be
processed through them.
—23MVIm 9815 -
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Figure 4: Resonant particle trajectories at three different
field gradients: 23 MV/m, 24MV/m and 25MV/m.

Table 1: MP Barriers in the Beam Pipe Step Region of the
KEK Ichiro Cavity

Track3P MP simulation ICHIRO #0 (K. Saito,KEK)
Impact Gradient X-ray Barriers (MV/m)
Energy (eV) (MV/m)

300-400 12 11-29.3 12-18
200-500 14 13, 14, 14-18, 13-27
300-500 17 (17, 18)

300-900 21.2 20.8

600-1000 29.4 28.7,29.0, 29.3, 29.4
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Multipacting simulation on the beampipe step shows
there are several MP barriers. Table 1 shows the
comparison of the simulated and measured MP bands for
field levels up to 30 MV/m. Track3P predicted all the MP
bands observed in measurements, and, in particular, the
hard barrier at 29.4 MV/m at which the cavity could not
be processed through.

MULTIPACTING STUDIES FOR
ACCELERATOR STRUCTURES

Track3P has been used to study multipacting in many
accelerator structures. Its applications on the Half Wave
Resonator (HWR), the Quarter Wave Resonator (QWR)
for FRIB, the Muon cooling cavity for the Muon Collider
and the 704 MHz SRF gun cavity for BNL ERL will be
presented in this paper.

Multipacting Study for HWR Cavity of FRIB

The driver linac for the Facility for Rare Isotope Beams
(FRIB) will use superconducting cavities to accelerate
heavy-ion beams [12]. There are two kinds of
superconducting accelerating cavities, the Half Wave
Resonators and Quarter Wave Resonators. Multipacting is
an issue of concern for the design of these
superconducting resonators.

The HWR is being developed at Michigan State
University (MSU)[13]. Fig. 5 is the CAD model of the
beta = 0.53 HWR cavity. Four ports have been added to
the top shorting plate for ease of cavity processing and a
superconducting plunger is used for fine-tuning of the
frequency. This cavity is designed to provide 3.7 MV of
accelerating voltage at an optimum beta = v/c =0.539.
The detailed physical parameters of the HWR can be
found in [12].

Figure 5: Beta=0.53 superconducting half-wave resonator
cavity for the FRIB. Left: setup of the HWR cavity;
Right: simulation CAD model.

Simulation results show that there are different kinds of
resonant particles occurred in different regions, according
to typical Niobium SEY curve shown in Fig. 6 and the
distribution of resonant particle impact energies. Potential
MP was found to be located at the tip region [6]. Detailed
MP studies were performed at the tip region by changing
the plunger location and modifying the tip shape. The
particle impact energies decrease while the plunger is in
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an extracted position, and the resonant particle impact
area shrinks with intruding plunger. The multipacting
barrier is hardest at zero intrusion (Fig. 7).

—Niabium

500 1000 1500 2000

Impact Energy (eV]

Figure 6: Impact energy dependence of SEY for Niobium.
The peak SEY is around 150-700eV. Resonant particles
with impact energies within this range likely contribute to
MP.

The impact energy of the resonant trajectories on the tip
of the plunger is well around the peak of Niobium SEY. It
is desirable in the design to minimize such resonant
conditions to avoid potential strong multipacting. Based
on Omega3P and Track3P results, two ways have been
suggested to mitigate MP at the rinse port. One method is
to round the plunger tip with full radius and the other to
remove the plunger completely from the cavity. Both are
very successful in mitigating MP effects. Details can be
found in [6].
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Figure 7: Left: Resonant trajectory distribution; Right:
Impact energy vs field level. Cyan: initial electron
distribution; Red 0 mm plunger insertion; Black: 3 mm
insertion; Blue: 5 mm retraction; Green: 10 mm
retraction.

Multipacting Study for OWR Cavity of FRIB

Figure 8 shows the CAD model and electric and
magnetic field profiles of the 80.1 MHz 3 = 0.085 Quarter
Wave Resonator [12][14]. The cavity will operate at a
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maximum peak electric field of 30 MV/m. The
corresponding accelerating voltage for a f = 0.085 beam
is 1.5MV. Omega3P [4] was used to obtain the RF
parameters and field maps required for multipacting (MP)
simulation. Track3P [7] was used to track the particles
and identify resonant trajectories. Calculations were
performed on the NERSC Franklin machine [11], which
has 38,128 Opteron compute cores. Typical Niobium SEY
curve shown in Fig. 6 was used to estimate the MP
strength.

Figure 8: CAD model and field profiles of the $=0.085
superconducting quarter-wave resonator for the FRIB.

The distribution of resonant particles is shown is Fig. 9.
There are two potential MP bands, one at low field levels
with impact energies from tens of eV to about keV, and
the other at high field levels from 360kV to 600kV with
low impact energies around 100 eV, which are below the
peak SEY energy (Fig. 6). The latter MP band is expected
to be a soft barrier and could be processed through
without many difficulties.

2000

Impact Energy (eV)
)
o
[=]

0 500
Voltage (kV)

1000

Figure 9: Impact energy vs. accelerating voltage for
particles with resonant trajectories.

Stable resonant particles are observed at voltage levels
from 800V to 7.5kV. Fig. 10 shows the impact energies
of the resonant particles within this MP band. It appears
to be a relatively hard barrier as the impact energies of the
particles are around the peak of the SEY curve (Fig. 6).
This simulated hard MP band agrees with the high power
test data which showed processing barriers from 1.2kV -
7.2kV accelerating voltage [7].
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Figure 10: Resonant particle distributions for accelerating
voltage between 800V - 7.5k V.

Four snapshots of particle tracking are shown in Fig. 11
to illustrate MP resonances at 23kV accelerating voltage.

Figure 11: a-d) Evolution of particles survived at
increasing RF cycles. Particles survived a large number of
RF cycles are considered potential MP particles.

Multipacting Study for Muon Cooling Cavity

Experimental studies using an 805 MHz pillbox cavity
at Fermilab’s MuCool Test Area (MTA) have shown that
its gradient significantly degrades and rf breakdown
related damage occurs in high rf field regions when the
cavity is operated in a DC solenoidal magnetic field up to
4 Tesla. These effects are believed to be related to the
dark current and/or multipacting activities in the presence
of the external magnetic field. The 805 MHz cavity under
investigation has a pillbox geometry and was the first
such cavity to be tested. ACE3P was used to optimize the
cavity shape to minimize peak surface fields and to study
the dark current and multipacting dependences on cavity
RF and geometry parameters under a strong external
magnetic field [9]. Using these simulations tools, we
analyzed the characteristics of the dark current energy
deposition at various cavity lengths; identified high field
enhancement areas that could have resulted in high dark
current damage; optimized the surface profiles in those
areas to minimize the field enhancement; and identified
potential multipacting bands. An improved 805 MHz
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cavity design was obtained with significantly lower
surface field, and strong MP zones were minimized by
locally modifying the cavity geometry (Fig. 12).

New design

Original design

Figure 12:  Original and new cavity design with
corresponding resonant particles distribution on coupling
slot region.

Multipacting Study for BNL SRF Gun Coupler

Scientists at BNL have successfully applied ACE3P to
studying MP bands of the fundamental power coupler of
an SRF gun. A paper [8] has been published based on the
simulations using ACE3P and experiments performed at
BNL. Simulations and test results match reasonably well
as shown from Fig. 13, in which the shaded areas indicate
the observed multipacting zones. It should be noted that
Track3P simulations predicted multipacting zones that
were later found during conditioning.
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Figure 13: Comparison of multipacting zones from FPC
conditioning test (grey-shaded areas) and simulation
results at 703.9MHz with 0 degree (black dots).

SUMMARY

Track3P is the particle tracking module of the parallel
finite-element code suite ACE3P and has been applied to
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study multipacting in accelerator cavities. Running on
massively parallel computers, Track3P provides an
efficient multipacting simulation tool in identifying
multipacting barriers, locations and types of trajectories
for the accelerator community. Track3P has been
extensively used to study multipacting activities in many
accelerator cavities and help scientists successfully
mitigate multipacting activities and improve cavity
design.
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GPGPU IMPLEMENTATION OF MATRIX FORMALISM FOR BEAM
DYNAMICS SIMULATION

N. Kulabukhova*, Saint-Petersburg State University, Russia

Abstract

Matrix formalism is a map integration method for ODE
solving. It allows to present solution of the system as sums
and multiplications of 2-indexes numeric matrix. This ap-
proach can be easy implement in parallel codes. As the
most natural for matrix operation GPU architecture has
been chosen. The set of the methods for beam dynamics
has been implemented. Particles and envelope dynamics
are supported. The computing facilities are located in St.
Petersburg State University and presented by the NVIDIA
Tesla-based clusters.

INTRODUCTION

The performance available on graphics processing units
(GPUs) has led to interest in using GPUs for general-
purpose programming [1]. It is difficult, however, for most
programmers to program GPUs for general-purpose uses.

The raw computational power of a GPU dwarfs that of
the most powerful CPU, and the gap is steadily widen-
ing. Furthermore, GPUs have moved away from the tra-
ditional fixed-function 3D graphics pipeline toward a flexi-
ble general-purpose computational engine. Today, GPUs
can implement many parallel algorithms directly using
graphics hardware. Well-suited algorithms that leverage
all the underlying computational horsepower often achieve
tremendous speedups[2]. Truly, the GPU is the first widely
deployed commodity desktop parallel computer.

Here, we provide a comparison of different sort of paral-
lel technologies of the classic graphics pipeline; our goal is
to highlight those aspects of the real-time rendering calcu-
lation that allow graphics application developers to exploit
modern GPUs as general-purpose parallel computation en-
gines.

COMPARISON OF GPU AND CPU

The highly parallel workload of real-time computer
graphics demands extremely high arithmetic throughput
and streaming memory bandwidth but tolerates consider-
able latency in an individual computation since final im-
ages are only displayed every 16 milliseconds. These
workload characteristics have shaped the underlying GPU
architecture: Whereas CPUs are optimized for low latency,
GPUs are optimized for high throughput. The GPUs spe-
cialized architecture is not well suited to every algorithm.
Many applications are inherently serial and are charac-
terized by incoherent and unpredictable memory access.
Nonetheless, many important problems require significant
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computational resources, mapping well to the GPUs many-
core arithmetic intensity, or they require streaming through
large quantities of data, mapping well to the GPUs stream-
ing memory subsystem. Porting a judiciously chosen al-
gorithm to the GPU often produces speedups of five to
20 times over mature, optimized CPU codes running on
state-of-the-art CPUs, and speedups of more than 100 times
have been reported for some algorithms that map especially
well. Some successful examples of using GPUs are de-
scribed in [2].

In contrast, most CPU programs use a sequential pro-
gramming model and are not benefiting from the contin-
ued increase in transistors due to Moores law. They will
need to be rewritten or modified substantially to obtain in-
creased performance from new CPUs with multiple cores
on a chip. Furthermore, CPU clock speeds have plateaued
due to power concerns. On the other hand, GPU archi-
tectures have a number of disadvantages for parallel pro-
gramming. First, GPUs have a SIMD programming model.
GPUs are moving toward a SPMD model, although use of
loops and control-flow instructions in GPU pixel shaders
may currently degrade performance, not improve it. Sec-
ond, the actual architectures of GPUs are hidden behind
device drivers that support APIs that implement virtual ma-
chines. This abstraction and lack of detail can hamper ob-
taining the most performance out of a graphics processor.
For example, the virtual machines have no model of caches
and no easy way for programmers to indicate how to tra-
verse memory to facilitate memory reuse. This can make it
difficult to write parallel programs where memory locality
is crucial to performance. In addition, we must target APIs
designed to support graphics that introduce extra complex-
ity and overhead. Third, the programmable parts of GPUs
have had limited support for primitive types typically found
on CPUs.
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Figure 1: Diagram of comparative performance.
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PARALLEL TECHNOLOGIES The OpenMP API using the fork-join model of parallel ex-

Methods, libraries, interfaces to parallel a program are a
lot to choose. There are different groups of technologies,
those who use:

e a high-level communication libraries and interfaces
(API) (MPI, MPL, OOMPI, OpenMP);

e special “parallelizing” structures in the programming
language (MPC++, mpC, Ada,MC#, Cray MPP For-
tran);

e automatic parallelization of sequential programs
(FORSE, KAP, PIPS, VAST, V-Ray);

e parallelized procedures of the specialized libraries
(ATLAS, PLAPACK, PIM, PARPACK);

e specialized software packages (ANSYS, ABAQUS,
CFX, FLOWVISION, LMS Virtual Lab., GDT).

We evaluate the effectiveness of using data parallelism to
program GPUs by providing results for a set of compute-
intensive benchmarks. All calculations were performed on
a hybrid cluster of SPbSU (see Fig. 2) computing center.
Its nodes contain a NVIDIA Tesla S2050 system that was
developed specifically as a GPGPU unit. For our goal we
choose OpenMP technology.

OPENMP

When we speak about parallel computations, some prob-
lems must be solved. First, the time is spent on writing the
program. Code must be effective and removable. It is im-
portant to view how this program will be used in future.
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ecution is suitable for these aims.

OpenMP parallel program is constructed on sequential
code by adding directive, procedures, process variables.
This technology bases on the concept of shared memory,
thats why Symmetric Multiprocessing is used (SMP com-
puters). For this architecture threads (flows), running on
different processors, easy to support. For classic UNIX-
processes is more expensive to do this[4].

Scheme FORK/JOIN is used to support the parallel code.
Entering the parallel environment thread-master generates
complementary threads (operation FORK is running). Af-
ter that each thread has its own number, thread-master has
zero number. All threads run the same code of the parallel
environment. After work thread-master waits ending of all
other threads and continues to do next step (operation JOIN
is running).

SIMULATION

Matrix formalism [5, 6] is a high-performance mapping
approach for ODE solving. It allows to present solution of
the system in following form

k
X =Y "RU(t)x], (1)
=0

where R'? are numerical matrices. So this appro